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Board of Trustees Ethics, Audit & Cybersecurity Committee Meeting 
May 28, 2025 

1:00 p.m. – 4:45 p.m. 

Harrigan Centennial Hall 
Raven Room 

330 Harbor Drive, Sitka, AK 99835 

Teams Webinar Access (click here to join webinar) 
Event Password: kU7Mf29B 

Teleconference Option 
Phone: 323-792-6284 

Meeting ID: 234 527 775 285 3 
Phone Conference ID: 617 246 622# 

AGENDA 
Wednesday, May 28, 2025 

1:00 p.m. CALL TO ORDER 

ROLL CALL (Action) 

APPROVAL OF AGENDA (Action) 

APPROVAL OF MINUTES (Action) 
• Ethics, Audit & Cybersecurity Committee Minutes – September 5, 2024

OPPORTUNITY FOR PUBLIC PARTICIPATION 

1:15 p.m. FY25 KPMG AUDIT PLAN AND RISK ASSESSMENT (Information) 
Melissa Beedle, Managing Director, KPMG 
Beth Stuart, Engagement Partner, KPMG  

1:45 p.m. FY25 YEAR-TO-DATE FINANCIAL STATEMENT REVIEW (Information) 
Jacki Mallinger, Senior Portfolio Accountant II 
Valerie Mertz, Chief Financial Officer 

2:15 p.m. INTERNAL CONTROLS REVIEW (Information) 
Sebastian Vadakumcherry, Chief Risk & Compliance Officer 

2:45 p.m. CYBERSECURITY UPDATE (Information) 
Executive Session 
Scott Balovich, Chief Information Technology Officer 

Break as needed 

3:30 p.m. ETHICS ACT DISCLOSURE REVIEW (Information) 
Executive Session 
Shannon McCain, Designated Ethics Act Supervisor 

4:00 p.m. AUDIT COMMITTEE SELF-ASSESSMENT (Information) 
Ryan Anderson, Committee Chair 
Valerie Mertz, Chief Financial Officer 
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https://events.teams.microsoft.com/event/baa309d7-5ea9-43a1-89c5-e8dd838d1def@f64a57bf-8495-4905-a783-5c01f55b2fa4


4:30 p.m. OTHER MATTERS / FUTURE AGENDA ITEMS / TRUSTEE COMMENTS 

4:45 p.m. ADJOURNMENT 

NOTE: TIMES MAY VARY AND THE CHAIR MAY REORDER AGENDA ITEMS 
(Please telephone Jennifer Loesch at 907.796.1519 with agenda questions.) 
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SUBJECT:   Approval of Minutes ACTION:__X__ 

DATE:   May 28, 2025 INFORMATION: 

BACKGROUND: 

Staff reviewed the following Ethics, Audit & Cybersecurity Committee meeting summary 
minutes.  Draft copies are attached for your approval. 

 September 5, 2024 Ethics, Audit & Cybersecurity Committee Meeting 

RECOMMENDATION: 

The Chair of the Ethics, Audit & Cybersecurity Committee should ask whether any member 
has any questions or corrections regarding the minutes from the September 5, 2024 Ethics, 
Audit & Cybersecurity Committee Meeting.  If there are not corrections, The Committee 
Chair should announce, “that there being no corrections the minutes are hereby 
approved”.  A formal motion to approve the minutes is not required under §41 of Robert’s 
Rules of Order. 
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Alaska Permanent Fund Corporation 1 Board of Trustees Meeting Minutes 
September 5, 2024 

ALASKA PERMANENT FUND CORPORATION 
BOARD OF TRUSTEES AUDIT COMMITTEE MEETING 

September 5, 2024 
1:00 pm. 

Originating at: 
Michael J. Burns Building 

David Rose Board Room (3rd Floor) 
801 West 10th Street 
Juneau, Alaska 99801 

Trustees Present: 
Ryan Anderson, Committee Chair 
Jason Brune   
Ethan Schutt  
Adam Crum  

APFC Staff Present: 

Deven Mitchell Alysha Guthrie 
Chris Poag  Juliette Alldredge 
Val Mertz Vera Bueler-Faudree 
Marcus Frampton Henry Lloyd 
Tara Mendoza  Jessica Thornsburry 
Jennifer Loesch Eric Ritchie 
Joseph Jeralds  Sarah Struble 
Jacki Mallinger Lesley Creswell 
Sarah Clark  Christopher LaVallee 
Norix Mangual Valeria Martinez 
Terek Rutherford Leonita Tupou 
TJ Hegedus  Alexander Smith 
Shannon McCain Larissa Murray 
Michael Gumz 

KPMG: 

Melissa Beedle Beth Stuart 

Others Participating: 

Sophia Torres; Gina Romero; Maggie Duffy; Kayc Ullrich; Anne Rittgers; Edra Morledge; 
Valette Keller; Alfie Crooks. 
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Alaska Permanent Fund Corporation 2 Board of Trustees Meeting Minutes 
September 5, 2024 

ACTION ITEMS 

CALL TO ORDER 
CHAIR ANDERSON called the meeting to order at 1:02 p.m. 

ROLL CALL (Action) 
TARA MENDOZA conducted the roll call, confirming the presence of Trustees Brune, Schutt, 
Crum, and Anderson, establishing a quorum. She noted that all trustees were present and prepared 
to proceed. 

APPROVAL OF AGENDA (Action) 
TRUSTEE SCHUTT moved to approve the agenda, seconded by Trustee Brune. No objections 
were raised, and the agenda was approved without changes. 

APPROVAL OF MINUTES (Action) 
TRUSTEE SCHUTT made a motion to approve the minutes from the June 6, 2024, meeting, which 
was seconded by Trustee Brune. With no edits or objections, the minutes were approved. 

OPPORTUNITY FOR PUBLIC PARTICIPATION 
JENNIFER LOESCH managed public participation, noting that no members of the public were 
present or requested to comment at this time. 

KPMG AUDIT REPORT (Information) 
BETH STUART, Lead Audit Partner at KPMG, and MELISSA BEEDLE, Audit Managing 
Director, provided an in-depth overview of KPMG’s audit of the Alaska Permanent Fund.  B. 
Stuart began by explaining that the audit was uneventful, with no significant issues discovered. 
The audit followed a substantive approach, examining transactions and investments held by the 
Fund. No audit misstatements or non-GAAP policies were identified, and no corrections were 
required. Beedle added that the audit revealed no instances of fraud or illegal acts. The team 
discussed two significant estimates related to real estate and private investments. B. Stuart noted 
that valuations for real estate were found reasonable, as were private investment values, which 
used net asset value (NAV) as a practical expedient. The only uncorrected misstatement was a 
$100 million timing difference in the valuation of certain assets, which would be addressed in 
FY25. The auditors expressed satisfaction with the cooperation from the APFC team and 
emphasized the stability and reliability of financial controls.  

EXECUTIVE SESSION – KPMG (Information) 
TRUSTEE SCHUTT moved to enter Executive Session to receive confidential information from 
KPMG, specifically regarding the integrity of financial statements and controls.  

TRUSTEE BRUNE seconded the motion, and there were no objections. After the session, Chair 
Anderson confirmed that the Executive Session was used solely to discuss agenda-listed topics 
and no actions were taken. 
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Alaska Permanent Fund Corporation 3 Board of Trustees Meeting Minutes 
September 5, 2024 

DETAILED REVIEW OF FY24 YEAR-END FINANCIAL STATEMENTS (Information) 
VALERIE MERTZ, Chief Financial Officer, and JACKI MALLINGER, Senior Portfolio 
Accountant, provided a detailed review of the FY24 year-end financials. V. Mertz reported that 
the Fund ended the fiscal year with a net income of $5.5 billion, an increase from $4.3 billion the 
previous year, with statutory net income reaching $4.2 billion, boosted by strong asset performance 
across all classes. She highlighted that $533 million in mineral royalties had been deposited into 
the Fund, a slight decrease from FY23 due to a one-time catch-up payment in the prior year. 
Transfers of $3.5 billion to the State’s General Fund were completed throughout the year. The 
Fund’s total assets increased to $81.4 billion.  

J. Mallinger walked through the balance sheet, explaining changes in investment allocations and
the unrealized gains in both liquid and illiquid asset classes. The Committee also discussed the
future durability of the earnings reserve account, focusing on a projected decrease in realized
earnings due to market fluctuations.

UPDATE ON LEGAL MATTERS (Information) 
CHRIS POAG, General Counsel, provided an update on legal matters, beginning with the 
confirmation that there were no ongoing lawsuits with a material impact on the Fund’s financial 
statements. He described four active cases in the real estate portfolio, including two offensive cases 
where the Fund was seeking damages: one involving defective construction at a residential 
property in Tysons Corner and another involving a lease termination dispute at a life sciences 
office in Massachusetts. C. Poag also mentioned two defensive cases: one involving construction 
accidents during the building of a multifamily high-rise in Fort Lauderdale, and another related to 
an eminent domain case involving a shopping center in Texas, where the Fund had appealed a $7 
million award as insufficient. 

REVISED AUDIT COMMITTEE CHARTER UPDATE (Information) 
CHRIS POAG discussed proposed revisions to the Audit Committee Charter, prompted by 
governance recommendations from the Funston Report. He suggested adding ethics and 
cybersecurity responsibilities to the Committee’s purview. The ethics component would involve 
quarterly reports on ethics matters as required by the Executive Branch Ethics Act, ensuring that 
the Committee remained informed on relevant issues. The cybersecurity addition included periodic 
reviews of APFC’s cybersecurity policies and the results of penetration testing to ensure adequate 
protection of the Fund’s systems. C. Poag recommended that an external consultant be engaged 
every two years to assess the Fund’s cybersecurity protocols. 

ADDITIONAL OPPORTUNITY FOR PUBLIC PARTICIPATION 
JENNIFER LOESCH confirmed that no additional requests for public participation were made. 

OTHER MATTERS/FUTURE AGENDA ITEMS/TRUSTEE COMMENTS 
DEVEN MITCHELL thanked Valerie Mertz and Jacki Mallinger for their comprehensive 
presentation on the financials, noting the importance of their detailed explanations to the 
Committee's understanding.  
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Alaska Permanent Fund Corporation 4 Board of Trustees Meeting Minutes 
  September 5, 2024 
   

TRUSTEE SCHUTT also expressed appreciation for the clean audit and the transparency of the 
APFC team’s work.  
 
TRUSTEE CRUM commended the team’s professionalism and noted the importance of 
transparent financial reporting, especially considering the Fund’s size and significance.  
 
ADJOURNMENT 
TRUSTEE SCHUTT moved to adjourn the meeting, seconded by Trustee Crum. With no 
objections, Chair Anderson adjourned the meeting. 
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SUBJECT: Annual Audit Plan ACTION: 

DATE: May 28, 2025  INFORMATION: X 

BACKGROUND: 

The charter for the Ethics, Audit & Cybersecurity Committee requires the committee to 
review the external auditors’ plan – discuss scope, staffing, locations, reliance upon 
management, and general audit approach. 

STATUS: 

Beth Stuart, Office Managing Partner, and Melissa Beedle, Managing Director, will 
present the plan for the FY25 audit.  A copy of the presentation is included here. 

Also included in the meeting packet is a report authored by KPMG entitled, Cybersecurity 
considerations 2025. 
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Alaska Permanent Fund Corporation

Discussion with those charged with 
Governance
Audit plan and strategy for the year ending June 30, 2025

May 28, 2025
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2© 2025 KPMG LLP, a Delaware limited liability partnership and a member firm of the KPMG global organization of independent member firms 
affiliated with KPMG International Limited, a private English company limited by guarantee. All rights reserved. 

Client service team

Kent West
Real Estate Valuation

Managing Director

Brian Nerney
Real Estate Valuation 

Manager

Alana Wheaton
Audit Senior

Eve Sezionova
Audit Lead Manager

907-265-1209
esezionova@kpmg.com

Melissa Beedle
Audit Managing Director

907-265-1257
mbeedle@kpmg.com

Beth Stuart
Lead Audit Partner

907-265-1248
emstuart@kpmg.com

Team members with continuity are designated in blue.

Jason Spiegel
Engagement Quality 

Control Reviewing Partner
jspiegel@kpmg.com
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Audit plan required communications & other matters
Our audit of the financial statements of 
the Alaska Permanent Fund (the Fund) as 
of and for the year ended June 30, 2025, 
will be performed in accordance with 
auditing standards generally accepted in 
the United States of America and 
Government Auditing Standards.

Performing an audit of financial 
statements includes consideration of 
internal control over financial reporting 
(ICFR) as a basis for designing audit 
procedures that are appropriate in the 
circumstances, but not for the purpose of 
expressing an opinion on the 
effectiveness of the entity’s ICFR.

In addition, we will audit the schedules of 
investments held by the Alaska 
Permanent Fund Corporation for the 
Alaska Mental Health Trust Authority and 
the Power Cost Equalization Fund.

Matters to communicate Response

Role and identity of engagement partner Lead audit engagement partner is Beth Stuart

Significant findings or issues discussed with 
management No matters to report

Materiality in the context of an audit Page 4

Our timeline Page 5

Risk assessment: Significant risks Page 6

Risk assessment: Additional risks identified Page 7

Involvement of others Page 8

Independence Page 9

Responsibilities Page 10

Inquiries Page 12
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4© 2025 KPMG LLP, a Delaware limited liability partnership and a member firm of the KPMG global organization of independent member firms 
affiliated with KPMG International Limited, a private English company limited by guarantee. All rights reserved. 

Materiality in the context of an audit
We will apply materiality in the context of the preparation and fair presentation of the financial statements, considering the following factors:

Misstatements, including omissions, are 
considered to be material if there is a 
substantial likelihood that, individually or in 
the aggregate, they would influence the 
judgment made by a reasonable user based 
on the financial statements. 

Judgments about materiality are made in 
light of surrounding circumstances and are 
affected by the size or nature of a 
misstatement, or a combination of both.

Judgments about materiality involve both 
qualitative and quantitative considerations. 

Judgments about matters that are material 
to users of the financial statements are 
based on a consideration of the common 
financial information needs of users as a 
group. The possible effect of misstatements 
on specific individual users, whose needs 
may vary widely, is not considered.

Determining materiality is a matter of 
professional judgment and is affected by the 
auditor’s perception of the financial 
information needs of users of the financial 
statements. 

Judgments about the size of misstatements 
that will be considered material provide a 
basis for 
a. Determining the nature and extent of risk

assessment procedures;
b. Identifying and assessing the risks of

material misstatement; and
c. Determining the nature, timing, and

extent of further audit procedures.
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5© 2025 KPMG LLP, a Delaware limited liability partnership and a member firm of the KPMG global organization of independent member firms 
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Our timeline
May – June
Interim
• Meet with management to discuss operations,

changes during the year, and audit timing
• Ongoing risk assessment procedures, including:

- Identification and assessment of risks of
misstatements and planned audit response
for remaining processes

• Communicate audit plan
• Evaluate design and implementation (D&I) of

entity level controls and process level controls
for certain processes

• Perform process walkthroughs and identification
of process risk points for certain processes

• Perform interim substantive audit procedures
• Send audit confirmations
• Evaluate control deficiencies identified to date (if

any)

July – September
Year-end
• Perform remaining risk assessments
• Perform remaining substantive audit

procedures
• Evaluate results of audit procedures, including

control deficiencies and audit misstatements
identified

• Review financial statement disclosures
• Present audit results to those charged with

governance and perform required
communications

March – April
Planning and risk assessment
• Planning and initial risk assessment

procedures, including:
- Involvement of others
- Identification and assessment of risks of

misstatements and planned audit response
for certain processes

• Obtain and update an understanding of the
Company and its environment

September 3, 2025: Issue audit reports on financial statements.
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Risk assessment: Significant risks
Significant risk Susceptibility to:

Management override of controls
Management is in a unique position to perpetrate fraud because of its ability to 
manipulate accounting records and prepare fraudulent financial statements by 
overriding controls that otherwise appear to be operating effectively. Although the 
level of risk of management override of controls will vary from entity to entity, the risk 
nevertheless is present in all entities.

Error Fraud

Yes
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Other significant audit matters Relevant factors affecting our risk assessment

Valuation of alternative investments • Complexity of alternative investment valuations.
• Size of the alternative investment portfolio.
• Timing of the valuation received.

Valuation of real estate investments • Complexity of real estate valuation.
• Size of the directly owned real estate portfolio.
• Timing of valuation received.

Risk assessment: Additional risks identified
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Audit of financial statements Extent of planned involvement

Service Organization: Bank of New York Mellon • Obtain service auditors’ report
• Evaluate user controls identified in the report

KPMG professionals with specialized skill or knowledge 
who are involved in performance of audit procedures:

• Alternative Investment Specialists
• Real Estate Valuation Specialists

• Provide guidance on risks related to alternative investments, including current
economic environment.

• Assist in portfolio risk assessment and scoping of private market portfolio.
• Review third-party real estate appraisals for selected real estate investments.

Involvement of others
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Shared responsibilities: Independence
Auditor independence is a shared responsibility and most effective when management, those charged with governance and audit firms work together in considering 
compliance with the independence rules. In order for KPMG to fulfill its professional responsibility to maintain and monitor independence, management, those 
charged with governance, and KPMG each play an important role.

System of Independence Quality Control
The firm maintains a system of quality control over 
compliance with independence rules and firm policies. Timely 
information regarding upcoming transactions or other 
business changes is necessary to effectively maintain the 
firm’s independence in relation to:
• New affiliates (which may include subsidiaries, equity

method investees/investments, sister companies, and other
entities that meet the definition of an affiliate under AICPA
independence rules)

• New officers or directors with the ability to affect decision-
making, individuals who are beneficial owners with
significant influence over the Company, and persons in key
positions with respect to the preparation or oversight of the
financial statements

Certain relationships with KPMG
Independence rules prohibit:
• Certain employment relationships involving directors,

officers, or others in an accounting or financial reporting
oversight role and KPMG and KPMG covered persons.

• The Company or its directors, officers, from having certain
types of business relationships with KPMG or KPMG
professionals.
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Responsibilities

Management responsibilities
• Communicating matters of governance interest to

those charged with governance.

• The audit of the financial statements does not relieve
management or those charged with governance of
their responsibilities.

KPMG responsibilities – objectives 
• Communicating clearly with those charged with

governance the responsibilities of the auditor
regarding the financial statement audit and an
overview of the planned scope and timing of the
audit.

• Obtaining from those charged with governance
information relevant to the audit.

• Providing those charged with governance with timely
observations arising from the audit that are
significant and relevant to their responsibility to
oversee the financial reporting process.

• Promoting effective two-way communication between
the auditor and those charged with governance.

• Communicating effectively with management and
third parties.

KPMG responsibilities – other
• If we conclude that no reasonable justification for a change

of the terms of the audit engagement exists and we are not
permitted by management to continue the original audit
engagement, we should:

• Withdraw from the audit engagement when
possible under applicable law or regulation;

• Communicate the circumstances to those charged
with governance, and

• Determine whether any obligation, either legal
contractual, or otherwise, exists to report the
circumstances to other parties, such as owners, or
regulators.

• Forming and expressing an opinion about whether the
financial statements that have been prepared by
management, with the oversight of those charged with
governance, are prepared, in all material respects, in
accordance with the applicable financial reporting
framework.

• Establishing the overall audit strategy and the audit plan,
including the nature, timing, and extent of procedures
necessary to obtain sufficient appropriate audit evidence.

• Communicating any procedures performed relating to other
information, and the results of those procedures.
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Cybersecurity considerations
Factors and forces elevating cybersecurity risks:
• Shifts to remote work, online customer engagement, digital finance – ‘remote everything’
• Acceleration of digital strategies/transformation
• Surge and sophistication of cyber attacks
• Risks, vulnerabilities posed by third-party vendors

Your considerations for robust oversight
• Focus on internal controls, access, and security protocols
• Increase diligence around third-party vendors
• Insist on a robust data governance framework
• Obtain cyber expertise at board or upper management level
• Provide ongoing cyber awareness training to leaders in the

company
• Trust but verify the information reported by the Chief

Information Officer function and by third-party cyber service
providers

Our audit responsibilities
• Evaluate risks of material misstatement resulting from, among

other things, unauthorized access to financial reporting systems
(e.g. IT applications, databases, operating systems)

• Determine whether there is a related risk of fraud
• Develop audit approach based on risk assessment
• If a cybersecurity incident occurs, we understand and evaluate its

effect on our audit approach, as well as evaluate management’s
assessment of the effect on the financial statements and
disclosures
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Required inquiries
• What are your views about fraud risks, including

management override of controls, at the entity and whether
you have taken any actions to respond to these risks?

• Are you aware of, or have you identified, any instances of
actual, suspected, or alleged fraud, including misconduct or
unethical behavior related to financial reporting or
misappropriation of assets?
If so, have the instances been appropriately addressed and
how have they been addressed?

• Are you aware of or have you received tips or complaints
regarding the entity's financial reporting (including those
received through the internal whistleblower program, if such
program exists) and, if so, what was your response to such
tips and complaints?

• How do you exercise oversight over management's
assessment of fraud risk and the establishment of controls
to address/mitigate fraud risks?

• Has the entity entered into any significant unusual
transactions?

• Are you aware of any matters relevant to the audit,
including, but not limited to, any instances of actual or
possible violations of laws and regulations, including illegal
acts (irrespective of materiality threshold)?

• Has the entity complied with all covenants during the
financial statement period and before the date of the
auditor's report?
Have there been any events of default during the financial
statement period and before the dates of the auditor's
report?

• What is the audit committee's understanding of the entity's
relationships and transactions with related parties that are
significant to the entity?

• Does any member of the audit committee have concerns
regarding relationships or transactions with related parties
and, if so, what are the substance of those concerns?
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Learn about us: kpmg.com

For additional information and audit committee resources, including National Audit 
Committee Peer Exchange series, a Quarterly webcast, and suggested publications, 
visit the KPMG Audit Committee Institute (ACI) at 
https://boardleadership.kpmg.us/audit-committee.html

Questions?
This presentation to those charged with governance is intended solely for the information and use 
of those charged with governance and management and is not intended to be and should not be 
used by anyone other than these specified parties. This presentation is not intended for general 
use, circulation or publication and should not be published, circulated, reproduced or used for any 
purpose without our prior written permission in each specific instance. 

The information contained herein is of a general nature and is not intended to address the circumstances of any particular individual or 
entity. Although we endeavor to provide accurate and timely information, there can be no guarantee that such information is accurate as 
of the date it is received or that it will continue to be accurate in the future. No one should act upon such information without appropriate 
professional advice after a thorough examination of the particular situation.

© 2025 KPMG LLP, a Delaware limited liability partnership and a member firm of the KPMG global organization of independent member 
firms affiliated with KPMG International Limited, a private English company limited by guarantee. All rights reserved. USCS018605

The KPMG name and logo are trademarks used under license by the independent member firms of the KPMG global organization.
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US Audit Quality, Transparency and Impact reports

Reports and supplements available at: https://kpmg.com/us/en/articles/audit-quality-report.html
Beginning with the fiscal year 2024, a separate NYSE supplement is not provided as the relevant information has been incorporated into the transparency report.

• Interactive dashboard highlights key
quality metrics

• Details KPMG’s investment in our
audit approach, people, technology,
quality management system and the
future of audit

Audit Quality Report

• Provides more granular detail on our
commitment to continually enhance audit
quality

• Outlines KPMG LLP’s System of Quality
Control

• Discusses how the firm aligns with the
requirements and intent of applicable
professional standards including our
System of Quality Control Statement of
Effectiveness

Transparency Report

• Provides annual update on our progress
on meeting goals aligned to People,
Planet, Prosperity, and Governance

• Our goals reflect a materiality
assessment and our aspiration to be an
employer of choice

KPMG Impact Plan
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Key AI benefits focus on real-time insights, 
ability to predict trends and impacts, 
increased data accuracy and reliability, and 
better data-enabled decisions. 

Expected AI and Gen AI benefits come with risks. Leaders focus on ethical use of Gen AI, setting 
up policies and governance, and early Board involvement. 

Effective practices include regular monitoring, training, ethical frameworks, and human oversight.

KPMG has developed a trusted AI approach centered around using AI responsibly and ethically.

83% of financial reporting leaders say it 
is important that external auditors use AI 
in their analysis.

AI-driven financial reporting and auditing revolution 

Desire for auditors to use AI for risk and 
anomaly identification, data analysis and 
quality management, and risk mitigation 
and internal controls.

97% of financial reporting leaders intend to 
use or pilot Gen AI over the next three 
years.

Insights from KPMG’s AI in Financial Reporting and the Audit Survey

Values-driven Human-centric Trustworthy 
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On the 2025 board agenda

KPMG Board Leadership Center: On the 2025 board agenda

Issues for boards to keep in mind as they carry out their 2025 agendas

Maintain focus on how management is preparing to 
address risks and opportunities related to 
geopolitical and economic shifts and global 
disruption.

Model and assess what the new administration’s 
policy initiatives might mean for the company’s 
strategy in 2025 and beyond.

Understand the company’s generative AI (GenAI) 
strategy and related risks, and closely monitor the 
governance structure around the company’s 
deployment and use of technology.

Probe whether the company’s data governance 
and cybersecurity governance frameworks and 
processes are keeping pace with the growth 
and sophistication of data-related risks.

Keep environmental and social issues, including climate 
risk, embedded in risk and strategy discussions, and 
monitor management’s preparations for new US, state, 
and global sustainability reporting requirements. 

Maintain focus on CEO succession and talent 
development.

Help set the tone, monitor the culture, and keep abreast 
of management’s efforts to build stakeholder trust and 
protect the company’s reputation.

Revisit board and committee risk oversight 
responsibilities and the allocation of issues among 
committees, including whether the existing committee 
structure is still fit for purpose.

Think strategically about the company’s future needs 
and reconsider whether and how the board’s 
composition and succession planning process address 
them.
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At a time when technology is intertwined with every facet of  
our professional and personal lives, cybersecurity emerges not  
just as a business concern but as a broad issue that impacts all  
aspects of society. According to K P M G  research, C E O s  view  
cybersecurity as the top threat over the last decade.1

The incorporation of AI across virtually every industrial sector brings  
to light the critical issue of embedding trust within AI models
and processes by establishing a thorough and robust governance  
program through which CISOs can understand the various business

cases, determine where and how AI is already being used inthe  
organization, and identify the related vulnerabilities.

The proliferation of smart products, from automobiles and  
medical instrumentation to home appliances and other Internet of  
Things-related devices, continues to expand the attack surface,  
aligning physical and digital threats in unprecedented ways. The  
advent of deepfakes and the resurgence of digital assets such as
cryptocurrency — which remains largely unregulated and volatile —
augment the complexity of these threats, necessitating vigilance  
and innovative countermeasures.

In this environment, C IS O s  are urged to focus on educating  
themselves and their teams about AI technologies, not only  
to assemble the best teams but to understand the unique  
risks each use case presents. A s  for talent acquisition and
development, C IS O s  face the daunting task of assembling teams  
capable of comprehending AI’s complexities and often subtle  
risks — a task complicated by the rapid innovation occurring in  
this space, as well as the difficult-to-govern pockets of “shadow  
AI”  that are cropping up across the business.

While all this occurs, a rationalization or consolidation of cyber  
capabilities appears to be at hand with security teams moving  
from perhaps dozens of solutions in their security operations  
centers (SOC) to a leaner suite of best-of-breed tools to integrate  
solutions more effectively and economically and to better leverage  
new AI capabilities offered by the providers of these tools.

Today’s cybersecurity hurdles transcend the realm of  
traditional technical skills, necessitating a multidisciplinary  
approach that also encompasses a deep understanding of  
risk management, as well as an array of soft skills, such  
as problem-solving, critical thinking and communication.
Cybersecurity professionals can come from unconventional  
backgrounds and must be able to adapt quickly and acquire  
tangible knowledge beyond what is typically taught in the  
training for traditional degrees in computer science, software
engineering or information technology.2 It ’s imperative for  
cybersecurity professionals to prioritize situational risk  
assessment without losing sight of the need for explicit, yet  
flexible controls.

1 KPMG 2024 Global C E O  Outlook, August 2024.
2 World Economic Forum, Strategic Cybersecurity Talent Framework, April 2024.

Foreword
A s  2025 takes form, the digital landscape continues to evolve  
at an unprecedented rate, bringing forth new challenges and  
amplifying the urgency for robust cybersecurity measures.
Against this backdrop, the sixth global installment of the  
annual Cybersecurity considerations report aims to shed light  
on the current and upcoming obstacles facing organizations  
across various industries and highlight several strategic  
actions they might undertake, all of which are aligned with  
eight key cyber considerations that are thoroughly explored in  
this report.
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Cybersecurity is not a static function, but rather a dynamic  and 
ever-evolving challenge. For example, the rise of quantum
computing, through which attackers can circumvent encryption  
tools at an alarming speed, potentially compromising everything  
from banking and retail transactions to business data,  
documents, email and more; the potential for “superintelligent”  
AI systems, which perpetually improve and expand their  
knowledge while protecting themselves when sensing danger;  
and the velocity at which misinformation is spreading, especially  
through deepfake audio and video content, are just several of  the 
emerging issues over which C I S O s  are losing sleep. These  and 
other threats highlight the urgent need for innovation and  
strategic foresight.

Legislative landscapes are shifting toward more localized  
regulations, presenting a multifaceted challenge for global  
security operations. This, coupled with the economic imperative  
to justify security budgets not solely based on return on  
investment alone but also on the mitigation of risk, places  C I S O s  
in the precarious position of advocating for resources  without 
the traditional financial assurances.

C IS O s  are similarly challenged by ascending geopolitical  
complexities. With rising state-sponsored attacks, the fluid  
regulatory environment and cross-border data flows, C IS O s  must  
navigate a vast array of intricacies to effectively safeguard their

networks. Clearly, the pressure to stay ahead of emerging threats  
and ensure compliance is more daunting than ever.

The broad experience among today’s C IS O s  — both those who  
have weathered significant incidents and those who may have  
only faced minor skirmishes — underscores the need for a  
nuanced appreciation of the ever-fluid threat landscape.

In this report, a wide cross-section of K P MG specialists  delves 
deeper into these issues, providing comprehensive  analysis of 
the current state of cybersecurity and offering  actionable 
strategies for C IS O s  aligned to eight cybersecurity  
considerations. Our enduring goal is to equip leaders with the  
knowledge and tools necessary to navigate the complexities  of 
the digital age, ensuring the security and resilience of their  
organizations in the face of a fascinating and exciting, yet often  
uncertain future.

Akhilesh Tuteja
Global Cybersecurity Leader  
KPMG International

The technology landscape is evolving  
rapidly, with new threats emerging daily.  
To stay ahead, businesses must be  
proactive — not reactive — to safeguard  
their digital assets, ensure compliance, and  
foster an environment where innovation  
can thrive securely.

Bobby Soni
Global Technology Consulting Leader  
KPMG International
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Over the past five years of producing this report, an ever-evolving  
cybersecurity landscape has emerged as a tangible focal point for  
organizational leaders. Many key themes continue to resonate —
resilience, identity access management (IAM), cloud security, talent  
and skills gap, to name a few.

However, the fundamental underpinning of this fascinating and pivotal  
subject has shifted from traditional security measures to the priorities  
and challenges of a global and multifaceted digital landscape, to  which 
CISOs  and their teams must respond in near real time. Above  all, it’s 
crucial to emphasize how pervasive cybersecurity has become,  
expanding beyond technology risks to encompasses broader business  
threats, affecting industries and society alike.

Digging a bit deeper:

• With the COVID-19 pandemic and the normalization of remote  
working arrangements, a focus on cloud and AI security have  
become key C IS O objectives.

• Talent, and the always-looming skills gap, has long been critical given  
emerging technologies and the new and varied skills required.

• Identity has moved from traditional IAM, an important albeit
separate function, to the heart of Zero Trust strategies and a
means for identifying digital identities and deepfakes.

• Resilience has become an essential objective throughout and will  
remain so going forward.

• CIS Os  continuously strive to reinforce, particularly as cyber  threats 
have transformed into far-reaching business threats, which  hold 
the potential to disrupt industries and cause harm to society.

Looking at the trend analysis 2020-2025  
exhibit on the next page, much of the basic  
security foundation examined remains  
central to the research conducted. But  
between new technologies, expanding  
regulations, more sophisticated tooling, and  
a mounting threat landscape, the role of the  
CISO is growing in scope and accountability.

Reflections  
on a five-year  
journey  
2020–2025
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Trend analysis 2020 – 2025

20252020

Ke
yt

he
m

es

COVID-19 pandemic

Remote working —
the new reality

Gen AI EU AI Act

Cyber attacks have become more pervasive,  
affecting businesses, industries and society  
as a whole.

Key events

2024 CrowdStrike  
incident

Increased use of cyber warfare  
in geopolitical conflicts

AI-enabled cyber threats, i.e. AI phishing, intelligent malware,  
deepfakes, mass surveillance and others...

Strategy and leadership • The CISO has becomea trusted internal  
advisor and operational leader.

• Moving the conversation from cost and  
speed to strategic and effective security.

• CISOs budgets increasingly tied to risk  
reduction for the business.

• As cyber becomes more pervasive across  
the organization, the pressure on the CISO  
to deliver increases.

• The CISO role disperses but accountability  
increases partially due to regulatory  
developments.

People and talent • Security teams are transforming into a  
key resource with a relevant voice at  
the strategy table.

• Cyber exists to support not hinder — from  
organizational enforcers to influencers.

• Weaving cyber into the organizational fabric.

• The cyber skills gap persists — AI might offer  
some viable solutions, but the workforce  
needs new skills to adapt and adopt.

Technology and data • New virtual infrastructure models and  
collaboration tooling.

• Accelerated cloud transformation (due  
to COVID-19) but security was an  
afterthought.

• Traditional identity authentication and  
management (IAM).

• Enhanced security through automation.
• Rapid advancements in Gen AI create  

excitement around use cases in cyber.
• Securing a perimeter-less and  

data-centric world.
• Placing identity at the heart of zero trust.

• Investment in AI for cyber becomes more  
strategic and forward-looking.

• Enterprise-wide cost-saving, efficiency,  
security and innovation (especially AI  
implementation) drive platform  
consolidation.

• The rise of digital identities and deepfakes.

Digital trust • Cyber and privacy regulations focus on  
business priorities and responsibilities —
the importance of trust.

• Digital trust is a shared responsibility  
that starts with the business and  
involves multiple stakeholders,
e.g. CISO, DPO, CDO, CIO, etc.

• Embedding trust as AI pierces all fabrics  
of business and society — focus on  
security, privacy, safety, ethics, etc.

Resilience • From scenario-to impact-based — focus  
on critically and regulation.

• No longer just about prevention —
focus on response and recovery.

• CISOs continue to build on resilience as  
cyber threats have evolved from tech risks  
to business and industry threats, with po-
tential harm to society.
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The ever-evolving role of the CISO

What C IS Os  and their teams focus on, and how they interact with the rest of the  
organization is fluid, as the cybersecurity function becomes more broadly embedded  
within and better understood across the organization.

The power of the people

As organizations continue to transform their business models in the face of new  
digital disruptions, many are experiencing real challenges around workload, which is
exacerbating the long-discussed cyber skills gap. AI and automation can help, but there  
is an underlying risk of talent attrition as many teams struggle to cope.02

Harness AI for cyber: Racing ahead vs. racing safely

Many factors appear to be contributing to the buzz around AI adoption, from a lack  
of training to the fear of missing out and possibly falling behind. A key challenge is 
weighing the potential benefits of integrating AI into cyber and privacy functions  
against the potential risks.04

Embed trust as AI proliferates

AI is here to stay and has a place in virtually every organizational function, but there  
are a number of key cyber and privacy challenges that have the potential to affect the  
adoption and deployment of AI.03

Platform consolidation: Embrace the potential but recognize the risks

Increasingly, many global organizations are looking to reduce the complexity and cost  
of their technology. Organizations that choose to do so by consolidating tools and  
services onto a single or a limited number of platforms must identify and navigate the  
inherent risks.01 05
The digital identity imperative
Although there are several initiatives around digital identity sprouting up worldwide,  
interoperability between systems and enhanced authentication due to the emergence  
of deepfakes remain a challenge, whether due to regulations, risk appetite and/or public  
opinion regarding the processing of personal and biometric data.06

Resilience by design: Cybersecurity for businesses and society

Resilience is becoming central to the C IS O agenda as the prospect of attackers using  
ransomware or other malicious means to cause large-scale industrial disruption,  
risking both data and human lives, remains alarming.08

Smart security for smart ecosystems

The rise of smart devices and products worldwide is challenging and changing  
traditional views and approaches toward security, prompting many regulators to  
introduce new regimes to ensure these products meet basic security requirements.07

Eight key cybersecurity considerations for 2025
Click on each consideration to learn more.
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Consideration 1

The ever-evolving role of the CISO
A combination of factors is reshaping  
cybersecurity and significantly transforming  
the role of the Chief Information Security  
Officer (CISO). Heightened regulatory scrutiny,  
the pressure to deliver virtually without  
failure, and increasing accountability and  
personal risks are all contributing to this  
momentum shift. At the same time, traditional  
CISO functions are gradually being dispersed  
across organizations, raising important  
questions about the future of the role and the  
evolution of the cybersecurity function. The  
success of CISOs will likely depend on their  
ability to effectively establish decision-making  
authority, manage the impact of emerging  
technologies, particularly AI, and adapt to  
new threats.

Rising expectations as operating models evolve

The role of the C IS O is becoming increasingly complex. Regulatory  
scrutiny and the need to ensure strong cybersecurity outcomes  
across the entire organization are largely driving this. This  
complexity is further compounded by changes in the operating
model and a growing reliance on external vendors. However,  
these controls may not always align with the unique needs of the  
organization, particularly in the case of global operations spanning  
multiple countries.

C IS Os  now face the challenge of managing and configuring  
vendor-provided controls to ensure they are fit for purpose  
and comply with local laws and regulations. This shift in the
operating model means that C IS Os  have less direct control over  
the implementation of security measures. While the embedded  
cybersecurity and privacy controls offered by these vendors can  be 
beneficial, they often lack the flexibility and granularity required  by 
C IS Os  to effectively manage risk across diverse environments.  
C IS Os  must navigate this growing complexity while still enabling  
people to work efficiently and maintain visibility into the operation  
of controls across the organization.

When it comes to cloud-based  
software vendors, there is added  
complexity because typically they’re  
binary — they’re either on or off.
Ideally, CISOs would like to see specific  
controls positioned as on or off based  
on circumstance or location — on for  
the US, but off for Germany, on for  
Singapore but off for Switzerland.

Paul Spacey
Global Chief Information Security Officer  
KPMG International
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Designing a blueprint for cybersecurity’s  
organizational role and scope

The organizational structure surrounding the CISO role is evolving, with  
a growing trend toward splitting responsibilities with the Technology  
Information Security Officer (TISO) if there is one on staff. This division  
of roles enables the CISO to focus on risk management and broader  
cybersecurity strategies. The TISO typically is embedded in the  
organization’s technology functions, overseeing the implementation of  
relevant controls and managing day-to-day operations.

Additionally, larger organizations may have multiple CISOs, each  
responsible for different lines of business, such as the supply  
chain network or commercial online presence. This segmentation  
of responsibilities recognizes that a single individual may struggle  
to maintain detailed knowledge across all areas while effectively  
managing the overall cybersecurity landscape.

As  the cybersecurity domain continues to expand, CISOs  are finding  
themselves with a broader scope of responsibility. They must serve  
as the source of truth for a wide range of aspects, including controls,  
performance, risks, intelligence, identity management and overall  
cyber hygiene. CISOs  are tasked with presenting this information in  a 
manner that is relevant and consumable for the business, enabling  
informed decision-making.

While CISOs  may delegate many security priorities to other teams,  
such as reporting on key risk indicators, running risk assessments and  
performing penetration testing, they must still maintain oversight and  
awareness of these activities. The challenge for CISOs  is to effectively  
manage this expanded scope while ensuring agility, efficiency, and  
situational awareness across the organization.

Walking the tightrope: Balancing accountability  
and authority in the face of growing risks

The increasing regulatory scrutiny and potential for personal  liability 
have highlighted the need for clearly defined accountability  and 
decision-making authority for CISOs.  In the event of a  
cybersecurity incident, C IS Os  may find themselves exposed
to legal and professional consequences, particularly in heavily  
regulated industries.

To mitigate this risk, organizations must establish formal governance  
processes that empower C IS Os  to take necessary actions during an  
incident without fear of repercussions. This includes providing C IS Os   
with a clear understanding of their authority and the limits within 
which they can operate. With this, they can make critical decisions  
quickly and confidently.

The reporting line of the C IS O also determines the ability to  
effectively manage cybersecurity risks. While having a direct line of  
communication with the C-suite, general counsel and the board is  
important, C IS Os  must also have the autonomy to make decisions  
based on their technical expertise.

In emergency situations, such as a supply chain breach, C IS Os   
need the authority to take immediate action without waiting for  
approval from superiors who may not have the necessary technical  
understanding. However, this autonomy must be balanced with
a clear set of accountability controls and guardrails, developed  in 
collaboration with senior management. C IS Os  should be  
encouraged to pause at critical moments, consider the potential  
consequences, and assess  the most effective course of action.

CISOs used to start off  by trying  
to identify, protect and secure the  
organization’s ‘crown jewels’ —
key data, intellectual property,
trade secrets, etc. But today, CISOs
really need to focus on the security
and resilience of the business.

Wendy Lim
Partner, Cyber, Advisory  
KPMG Singapore
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Rewriting the CISO playbook for the future

As  organizations increasingly adopt automation and AI technologies,  
the role of the C IS O is set to undergo significant changes. The  
growing automation of security operations centers (SOCs) is  
expected to result in smaller teams and reduced focus on day-to-day  
operations. The cybersecurity remit is so vast that organizations  have 
to split responsibilities. C IS Os  will struggle to effectively  oversee a 
tech delivery team, manage capabilities, interpret signals  from 
controls and handle all aspects of reporting, data engineering,  
personnel management, outreach and training. This overwhelming  
workload will likely lead to them becoming bogged down and  
ultimately paralyzed in their roles.

Thus, C IS Os  are expected to expand their attention to other  
critical and strategic areas. With the rapid adoption of generative  
AI across industries, C IS Os  can play a crucial role in ensuring that  
organizations understand and mitigate the associated risks. They  
will need to become more strategic and proactive, engaging with  
the business at the early stages of AI projects to explain potential  
risks and outline necessary steps for mitigation.

Bottom line, C IS Os  need to determine how AI can help better  
protect the company, its people and customers while investing in  
and embedding the necessary AI-specific safeguards within the  
models. To that end, KPMG research has found that 64 percent  of 
global C EO s  acknowledge they will invest in AI regardless of  
economic conditions.3

3 KPMG 2024 Global C E O  Outlook, August 2024.

In the future, CISOs will likely need to continuously broker tradeoffs  
with other areas of the organization, balancing the demands of the  
board, the business, technology managers and their own need to  
manage inherent risks. This will require CISOs to be skilled stakeholder  
managers, able to navigate complex relationships and effectively  
communicate the importance of cybersecurity priorities.

To facilitate this, C IS Os  may consider embedding security  
personnel within key business functions, allowing for better  
alignment of security culture and priorities across the organization.  
By cultivating a holistic perspective, C IS Os  can provide valuable  
insights to the board and ensure that cybersecurity is integrated  
into the fabric of the organization.

And then there’s the resilience objective on which many regulators
are focused. Resilience entails mapping critical business processes
and the systems organizations need to recover after an incident.
C IS Os can’t just flick a switch and engage business and technical
teams to address these issues.

That’s why organizations are splitting responsibilities. Companies  
are realizing that for all these things to proceed efficiently, they  
can’t fall to one individual. The broad security team has to protect  
the entire enterprise at all times, but attackers only need one  
unprotected vector to access the network.

Clearly, it’s an asymmetric battle and to do it all well, multiple  parts 
of the company must work together. The C IS O may be best  
positioned to oversee it all, but they can’t do it all alone.

Cybersecurity has become much  
more of a delegated and shared  
function. But while the CISO today  
works very closely with many  
counterparts across the business,  
they must speak in one unified voice  
to manage risks while supporting  
the organization’s commercial  
interests.

Oscar Caballero
Partner, Head of Cybersecurity  
KPMG Mexico
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Suggested actions
Stay informed about regulatory changes,  
communicate with the board, and clarify limits of  
authority to mitigate personal liability risks.

Prepare for the C IS O role’s evolution due to AI  
automation and the shift to cloud-based services.

Take the lead in discussing the adoption of
disruptive technologies like AI, explaining risks  
and mitigation steps.

Continue to build security in by design across  
DevSecOps processes, in addition to embedding  
cyber-focused team members into business  
functions.

As the boundary between personal and  
enterprise data within cloud-based and AI  
services blurs, conduct thorough due diligence  
on third-party vendors to ensure their contractual  
obligations are clear and consistent with the  
organization’s overarching data governance  
framework.

Fundamentally, reducing the probability of an attack starts with an understanding of the  
environment. You can’t secure what you don’t know. CISOs must know the entire cybersecurity  
estate: their organization’s critical business applications and services, what’s public-facing, what  
controls are in place, how they can be more proactive, their security posture and the vectors bad  
actors tend to use, to name just a few pieces. All that is fundamental. Only then can they determine  
how to reduce the chances of something bad happening.

Lou Fiorello
Vice President — Security Products  
ServiceNow

Learn more

KPMG 2024 CEOOutlook

KPMG global tech report2024

How CISOs can help  
kickstart Gen AI projects

The power of the people Embed trust as AI proliferates Harness AI for cyber Platform consolidation The digital identity imperative Smart security for smart ecosystems Resilience by designThe ever-evolving role of the CISO

Cybersecurity considerations 2025

© 2025 Copyr ight o wn ed b y one or more of the K P M G International entities. K P M G International entities provide no services to clients. Al l r ights reserved.

11



Among the range of challenges for  
cybersecurity leaders, the workforce skills gap  
is prominent. The human element continues  
to be the most critical factor in the fight  
against cyber threats. New sophisticated  
technologies and rapidly evolving threats
are only exacerbating an already-widening  
skills gap. To address these challenges and  
secure their digital assets, organizations must  
adopt a holistic approach that recognizes
the power of people in building a resilient  
cybersecurity ecosystem. Empowering talent  
with the necessary tools, cultivating a robust  
security culture, optimizing the use of AI, and  
strengthening the talent pipeline are some  
viable solutions.

Addressing the cybersecurity skills gap and talent  
retention

According to the World Economic Forum, more than half (52 percent)  
of public organizations cite a lack of resources and skills as the  
greatest challenge to creating effective cyber resilience programs.4  

Much has been reported around the dearth of experienced cyber  
talent and the skills gap, which have created an attrition rate nearly  
eight percentage points higher than other roles, making team  
consistency difficult to maintain.5 At this point in time, the rapid  
growth of cybersecurity as a profession, and the ongoing need for  
specialized knowledge, have conspired to outpace the ability of our  
educational institutions to produce enough qualified candidates.6

The growing disconnect between technical and non-technical skill sets  
is particularly striking. While strong technical abilities remain essential,  
non-technical skills such as effective communication, problem-solving,  
adaptability and collaboration are increasingly important for privacy, risk  
and compliance professionals. To address this disconnect, industry  
leaders are encouraged to prioritize comprehensive training programs.

Talent retention is another important part of the story, with nearly half  
(47 percent) of security leaders in a recent KPMG security operations  
center (SOC) survey telling us they have “major issues” retaining  
good workers.7

As  the demand for experienced cybersecurity professionals continues  
to outpace the available talent, C ISOs  must develop strategies
to attract and retain a diverse workforce. This needs to include  
partnering with human resources (HR) to understand and address the  
unique needs of a multi-generational workforce.

For example, Gen Z and Millennials, the youngest and fastest-
growing generations in the workforce, place particular value on  
work-life balance, recognition, and career mobility.8 By offering  
flexible work arrangements, clear career paths and opportunities  for 
professional development, organizations can create an attractive  
environment for cybersecurity talent.

Inclusion, diversity and equity (IDE) initiatives will also be important  
in addressing the cybersecurity skills gap. By actively encouraging  
and supporting the participation of women and diverse groups in  
cybersecurity, organizations can tap into a wider pool of talent and  
benefit from unique perspectives and creative skills. However,  
promoting diversity is not enough; employers must also create  
supportive and inclusive environments that enable diverse staff  
members to thrive, especially those who fall on the neurodiversity  
spectrum.

4 World Economic Forum, Strategic Cybersecurity Talent Framework white paper, April 2024.
5 STI  Group, The State of US Cybersecurity Employment: Analyzing Growth, Demand, and Retention Challenges, April 5, 2024.
6 KPMG, Matthew Miller, Addressing the Cybersecurity Talent Gap in the SOC, LinkedIn, August 1, 2024.

7 KPMG Cybersecurity Survey, Security Operations Center Leaders Perspective, April 2024.
8 Paychex, Navigating the New Workforce: Engaging Millennials and Gen Z in the Workplace, April 23, 2024.

Consideration 2

The power of the people
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AI is integral to cybersecurity, not reductive

While many organizations are still in the early stages of AI adoption,  
as cybercriminals increasingly turn toward AI to enhance their  attack 
strategies, C IS Os  should explore how this technology can
be securely and responsibly integrated into their cybersecurity  
strategies. To stay ahead of the curve, AI-enabled areas such as  
real-time threat detection, faster incident response and predictive  
modeling should be a primary focus.

This can also help reduce the burden on understaffed teams. AI  
is going to be a true enabler for security teams in addressing the
skills gap — not, in most cases, a replacement for human workers.  
In fact, according to the KPMG S O C  survey, at least six out of ten  
security leaders consider AI to be a “game changer” for all security  
functions, including identity and access management, threat  
detection and response, and perimeter monitoring.9 By automating  
routine tasks with AI, organizations can significantly increase  
efficiency, freeing cyber teams to focus on the more complex and  
strategic tasks that are essential to safeguarding the network.

The human element will have a key role in adoption. C IS Os  should  
ensure that their teams are properly trained to work alongside AI  
systems, understanding their capabilities, limitations and potential  
biases. AI is also a source of anxiety in the workplace. In that  
context, consensus and trust will be the keys to progress. According  
to KPMG research, more than three-quarters of organizations
(78 percent) are concerned that many users continue to view AI as  
an arcane “black box.” Almost as many (77 percent) expect AI to  
pose operational challenges that will lead to job reduction and create  
ethical concerns.10

Ultimately, however, we believe the union of human intuition,  
creativity and contextual understanding with the speed, scalability  
and data analysis capabilities of AI should contribute to a more  
resilient cybersecurity ecosystem.

9 KPMG Cybersecurity Survey, Security Operations Center Leaders Perspective, April 2024.
10 KPMG 2024 Global C E O  Outlook, August 2024.
11 Joint research between KPMG and Cybersecurity at Massachusetts Institute of Technology/Sloan School of Management, September 2024.
12 KPMG, A  new age of cybersecurity culture: How to harness AI to promote secure workplace behaviors, December 2024.

The perception should be that cyber  
exists not to interrupt business  
operations and act as a speed bump but  
to solve problems quickly, safely and  
build trust with internal and external  
stakeholders.

Breah Sandoval
Director, Cybersecurity and Technology Risk  
KPMG US

To better understand this relationship, KPMG has collaborated with  
Massachusetts Institute of Technology (MIT) to study cybersecurity  
culture, its challenges and how AI can make an impact.11 Although  
many organizations are early in their cybersecurity culture journey —
and more so when it comes to using AI to support it — 74 percent  of 
respondents in a KPMG-MIT quantitative survey agreed that  building 
a cybersecurity-focused culture is central to successful  integration of 
AI across the enterprise.12

From awareness to action: Cultivating a proactive  
cybersecurity culture

A strong cybersecurity culture is established when every individual  
within the organization actively participates in effectively managing  
cyber risks. C ISOs  must recognize that people are not the weakest  
link, but rather the strongest cyber defense capability when properly  
engaged. If a culture of risk avoidance is not prioritized and embedded  
across the organization, the burden of defending against threats
and proactively identifying risks falls solely on the shoulders of the  
cybersecurity team. This is not only unsustainable but also leaves the  
organization vulnerable to potential breaches.

To create a truly resilient cybersecurity ecosystem, C IS Os  must  
focus on bridging the gap between the security team and the  
broader workforce.

This involves actively engaging with both team members and senior  
leadership, educating them about the importance of cybersecurity and  
empowering them to take ownership in protecting the organization’s  
digital assets.

Moving hearts and minds and creating a shared understanding  
of cyber risks can transform the way the entire organization
approaches cybersecurity. Thus, cybersecurity is seen not just as  
another siloed function but a collective responsibility. This requires  
C IS Os  to become influential leaders who can connect technical and  
non-technical stakeholders.
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To create a more user-friendly and efficient cybersecurity  
environment, CISOs  should adopt a human-centric design approach  
when evaluating and refining security processes. This means  
identifying and targeting specific processes that cause frustration or  
friction for employees. Many of these pain points lead to decreased  
productivity and increased risk of non-compliance. By carefully  
analyzing these processes, C ISOs  can determine which controls  are 
essential for protecting critical assets and which ones can be  
streamlined, rationalized or even eliminated.

With this approach, CISOs can create a more intuitive and less disruptive  
security experience for employees, adding to a culture of compliance and  
shared responsibility. This can promote a positive view of cybersecurity  
and encourage employees to become active participants. From a broader  
cyber-HR management perspective, CISOs can play a vital cross-
functional role in measuring security knowledge, attitudes and behaviors  
among the workforce to reveal potential drivers of human-centric risks  
and shift the perception of cybersecurity from a restrictive function to a  
key capability and business enabler.

A public-private partnership can support cyber as a  
function and promote it as a career

In addition to addressing the current skills gap, governments,
academic institutions and organizations should collaborate to
promote cybersecurity as an appealing career choice.13

13 World Economic Forum, Why closing the cyber skills gap requires a collaborative approach, July 23, 2024.

This effort should start early, engaging younger, pre-high school  
students — girls, in particular — but also include men and women  
who are embarking on a second career or perhaps are re-entering  
the workforce post-family leave, to showcase the diverse range of  
opportunities available.

Governments can support this initiative by investing in robust  
cybersecurity education programs, offering scholarships and  
internships, and partnering with industries to provide hands-on learning  
experiences. With exposure from a young age, an active ecosystem  
can spark interest and encourage more individuals to pursue careers in  
this critical field.

In addition to early education and awareness, governments and  industry 
leaders must work together to develop alternative pathways for  
individuals to enter the cybersecurity workforce.

While traditional university degrees in computer science and related  
fields remain valuable, they often fail to keep pace with the rapidly  
evolving threat landscape and the specific skills needed by employers.

In response, investments in shorter-term certification programs  
and specialized training courses can help quickly upskill and
re-skill professionals from diverse backgrounds. With a more flexible  
and inclusive talent pipeline, building a stronger, more resilient  
cybersecurity workforce capable of tackling the challenges of the  
future can be possible.

Our greatest cyber challenge and  
vulnerability lay not so much in the codes  
or the systems, or necessarily the digital  
pathways anymore. It’s in the very people  
who manage and navigate these networks
every day. They require support, training and  
nurturing to equip them with the skills and  
defenses they need to protect our data and  
systems every day.

Dominika Zerbe-Anders
Cyber Human Risk Partner & Solution Owner  
KPMG Australia
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14 Verizon, Data Breach Investigation Report, 2023.
15 World Economic Forum, Bridging the Cyber Skills Gap, 2024.

Develop and deploy continuous training  
programs that go beyond traditional
methods, utilizing innovative and immersive  
techniques to drive sustainable behavior
change among employees.

Empower employees by engaging them in  
cybersecurity initiatives, providing proper  
education and creating a culture that  
recognizes their role as the organization’s  
strongest cyber defense capability.

Establish an annual cyber influencer program  
that ensures regular engagement with staff  
and senior management to raise cybersecurity  
awareness and collaborate.15

Recognize the expanding role of the C IS O from  
solely a network defender to risk manager, lobbyist  
and influencer. Develop and refine influencing  skills 
to effectively communicate the importance of
cybersecurity and drive change across all levels and  
departments.

Implement human-centric risk-reduction strategies  
that focus on addressing the human element of  
cybersecurity, as it accounts for three-quarters of  
cyber breaches.14

Invest in AI technologies to measure, quantify and  
track human-centric risk, enabling more effective  
risk management and alignment with the evolving  
threat landscape.

Suggested actions Learn more

Anewageofcybersecurity culture

KPMG 2024 Cybersecurity Survey

The Future of Work
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Organizations continue to explore how AI  
can add value to their business operations.  
However, leaders remain skeptical about  
AI adoption, especially when it comes
to security and privacy. The risk of data  
breaches, unauthorized access and  
misuse remains high. Moreover, there is  
a lack of clarity regarding how some AI
algorithms can lead to bias, discrimination  
and other unintended consequences. In  
this environment, greater transparency,  
accountability and governance around the  
development and deployment of AI is likely  
to remain a top CISO priority.

Managing AI data is key

Clearly, data is a critical organizational asset, fueling the development  
and deployment of AI systems. Many businesses continue to struggle  
to establish clear guidelines and processes for managing the vast  
amounts of data at their disposal. This has also brought into focus  
challenges related to data access, use, classification and quality. All
of these factors directly impact how AI systems generate reliable  
insights and make sound decisions. When data quality is poor, AI  
models are more likely to produce unreliable results, leading to  
suboptimal performance and potentially harmful outcomes.

Indeed, although many organizations are investing in data accessibility,  
KPMG research indicates that only 24 percent are focusing on  
establishing a data-centric culture and ensuring data interoperability.
This is shortsighted and undermines the ability to effectively use and  
understand data across all levels of the organization.16

Moreover, the speed at which organizations are embracing AI has put  
tremendous pressure on data management practices. On the positive  
side, it makes clear the importance of competent data management  
in connection with reliable AI practices. Traditional approaches to
data governance often involve manual processes and siloed systems.  
These are insufficient in the face of the volume, velocity and variety  of 
data generated by AI applications. Businesses now need to adopt  
more agile and automated data management strategies to keep pace.

16 KPMG Global Tech Report 2024, September 2024.

Consideration 3

Embed trust as AI proliferates

Whether companies rely on their  
own or third-party data to generate  
and train their AI models, it’s  
become clear that poor data quality  
produces poorly performing AI  
models.

Samantha Gloede
Managing Director, US  & Global Trusted Leader  
KPMG US
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17 KPMG 2024 Global C E O  Outlook, August 2024.

This requires a fundamental shift in the way organizations think  about 
data, from a static asset to a dynamic resource. To mitigate  the risks 
associated with inferior data quality, organizations must  prioritize 
strong information governance practices. This involves  establishing 
clear policies and procedures for data collection, storage  and 
management, as well as implementing robust data validation and  
cleansing processes. Doing so can enable businesses not only to  
improve the performance of their AI models but also build trust with  
stakeholders by demonstrating a commitment to responsible and  
transparent data practices.

Confronting the minefield of AI adoption risks

AI adoption comes with a wide range of risks that organizations must  
carefully navigate; operational, technical, legal, compliance and human  
safety are just a few. AI systems can introduce new vulnerabilities  and 
points of failure that can disrupt business processes and lead
to financial losses. Technical risks, such as algorithmic bias and data  
drift, can undermine the accuracy and reliability of AI models. This  is 
why 70 percent of CEOs  say their organization is increasing its  
investment in cybersecurity specifically as a means of protecting  
operations and intellectual property from AI-related threats.17

AI systems that do not comply with privacy regulations, discriminate  
against protected groups, or infringe on intellectual property rights can  
lead to legal and compliance risks. The most concerning risks are the  
ones to human safety, particularly in healthcare and transportation,  
where AI failures can have life-threatening consequences.

There is another significant risk associated with AI: the erosion of  
the ability to be forgotten, which means removing personal data  
from the model. Doing so requires the model to be completely  
retrained with a new dataset, which is expensive and complex.

But even if personal data is removed and the model is retrained,
it can still make fairly accurate inferences about an individual
based on patterns and correlations learned from other data points.
Unfortunately, the ability to truly be forgotten in the digital realm is
becoming more elusive.

As  AI becomes more accessible and embedded in many different  
“smart” products, many organizations, even smaller businesses  
with limited budgets, are turning to third-party providers to  access 
AI capabilities. While this can offer cost savings and rapid  
deployment, it also introduces new risks. Organizations may have  
limited visibility into the inner workings of the AI system, such as  
the data the model was trained on, the algorithms it uses and the  
potential biases it may have.

“Shadow” AI — the use of AI systems within an organization  
without the knowledge or oversight of leadership and security  
teams — is another emerging risk. Shadow AI can arise when  
individual departments or employees deploy AI solutions on their  
own, often without proper checks. The heightened risk is not just  
about the vulnerabilities of ungoverned AI, but also the possibility  
that the undesired, potentially biased output may be integrated into  
business decision-making without understanding the implications.  
As  a result, unmanaged AI systems can introduce security  
exposures and compromise data privacy.

To mitigate these risks, organizations should proactively establish clear  
policies and procedures around the procurement, deployment and  
monitoring of internal and third-party AI systems. In addition, CISOs  
are encouraged to explore the universe of new security tools and  
capabilities that enable organizations to identify and analyze AI usage  
patterns to reduce the risk of shadow AI. Close collaboration between  
business leaders, IT teams, and security experts is key here.

Relying solely on the CISO or the  
CPO to address AI risks may mean  
overlooking critical issues suchas
transparency, reliability, and potentially  
even safety.

Katie Boswell
Managing Director, Cybersecurity and Technology Risk  
KPMG US
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Take a bottom-up approach to AI-related risks

Even as adoption accelerates, many leaders lack a complete  
understanding of AI governance and the complex technical, ethical  
and legal implications. As  a result, many take a reactive approach.  
Organizations that align their AI risk management strategies with  
their overall business objectives and values are much more likely to  
achieve success.

Indeed, to establish and maintain trust in AI systems, organizations  
must prioritize the interests of stakeholders, including customers,  
employees and society at large in AI decision-making. Organizational  
leaders, including CISOs, data protection officers and privacy officers,  
have a crucial role to play in embedding security and privacy into the  
AI development lifecycle.

Further, leaders must maintain visibility into the various business  
cases for AI and clearly identify where and how AI is being used  
across the organization. This can guide the development of secure  
and ethical data management practices and the appropriate controls  
within the broader AI security framework.

Solidifying trust and monitoring external risks

When it comes to AI-related risks, organizations need a forward-looking  
approach that goes beyond simply reacting to issues and addresses  
potential risks early. Establishing an AI security framework is not a  
project with a distinct end point; it must be ongoing and supported by  
existing security domains through identity and access management,  
multifactor authentication, and crisis response and recovery plans,  
among other factors.

In short, ongoing monitoring and evaluation of AI systems should  
be baked into the organization’s business-as-usual processes. By  
mapping out the data flow across the AI landscape, organizations  
can better assess potential risks and vulnerabilities and develop  
targeted strategies.

One of the key external considerations is the potential impact of  
AI-related regulations, such as the EU AI Act (the Act), which took  
effect in August 2024. The Act has wide-ranging impacts on any
business that operates in the EU and offers AI products, services or  
systems that can be used within the EU.

Although it is perhaps the most well-known and far-reaching rule,  
the Act is part of a wider trend of rising regulatory guidelines
for AI globally. Many policymakers around the world are looking  to 
the Act as an example and seeking some level of alignment  with 
its perspective on topics such as safety, security, privacy,  
governance and compliance, as well as fairness, transparency and  
trustworthiness. C IS Os  of companies that provide services of any
kind to the EU need to evaluate how the Act applies and take steps  
to comply.

Organizations must stay closely attuned to all regulatory  
developments and proactively align their AI governance practices to  
build trust with stakeholders and realize the full potential of AI while  
mitigating its risks and challenges.

Many companies have put off data  
projects for a long time because they  
don’t necessarily see the value. But  
they’re going to have to realize they  
need to clean up their data and train  
their large language models (LLMs)  
with relevant and accurate information.  
Unfortunately, in a lot of cases, CISOs  
are not necessarily the data owner. To  
build those bridges and strengthen
the relationships between the data  
and security teams, there needs to be  
shared data classification definitions  
and common rules of engagement,  
especially as it relates to AI. Bottom  
line, bad data yields bad decisions.

Erin Hughes
Head of Cybersecurity Advisory — North America  
SA P
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Understand regulatory obligations and assess existing  
compliance requirements related to AI implementation.  
Develop and communicate clear AI usage policies,  
standards and procedures. Collaborate and maintain an  
open dialogue with other industry leaders and federal  
and global policy makers.

Uplift existing governance processes and communicate  
clear AI usage policies, standards and procedures.
This should include an AI intake process that takes a  
consistent approach to identifying AI risk, determining  
the appropriate controls and establishing the  
corresponding incident management plans to address  
potential AI-related issues.

Determine and establish ownership of the  
necessary controls to mitigate AI-related risks  
and clearly define who owns and is accountable  
for those controls is clear and consistent with  
organization’s overarching data governance  
framework.

Establish a red teaming structure to perform  
testing of AI models, ensuring their robustness  
and reliability to avoid generating inaccurate
or undesirable information. Define roles and  
responsibilities to support AI capabilities  
between the first and second lines of defense.

Suggested actions
Bring together cross-functional stakeholders, including  
CISOs, data protection officers and privacy officers, to  
update policies and align on the organizational approach to  
addressing the potential impact and risks associated with  
AI implementation.

Learn more

Trust in artificial intelligence

Blueprint for Intelligent Economies

What your AI Threat Matrix  
Says about your Organization
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The potential benefits of AI continue to  
captivate business leaders across industries.  
For CISOs, AI is viewed as a means to increase  
efficiency, cut operational costs, improve risk  
management and possibly tackle escalating  
workloads, particularly in security operations  
centers (SOCs). Still, questions remain: Does  
my organization fully understand the range
of AI risks? Do we have a robust AI-specific  
security foundation in place? What if I don’t  
know where to start or how to identify areas  
where AI will be most useful? Against this  
backdrop, CISOs must strike a delicatebalance  
between the desire to implement AI across  
the enterprise and the need to prioritize good  
security practices.

18, 19 KPMG Global Tech Report 2024, September 2024.

Consideration 4

Harness AI for cyber: Racing ahead vs. racing safely

To be blunt, it doesn’t make sense to employ  
AI tools when your patch management and  
authorizations are not under control. The  
basics always need to be right.

Koos Wolters
Head of Cybersecurity  
KPMG Netherlands

Building a strong security foundation for AI

In an ever-fluid cybersecurity ecosystem, staying ahead of would-be  
attackers requires not just vigilance but innovation. AI has emerged as  
a powerful tool for security operations centers (SOCs), transforming  
the way security professionals perceive and respond to threats. While  
2024 was the year for Gen AI, 2025 is the year of agentic AI. Agentic  
AI has the potential to transform security operations, whereby ‘bots’  
could proactively analyze, detect and respond to cyber threats in a  way 
we have not seen before.

Indeed, nearly three-quarters of organizations are realizing business
value from their AI investments, but only one in three has been able
to achieve these gains at scale.18

But before diving headfirst into AI adoption, organizations must  
ensure they have a solid foundation of basic cybersecurity practices.  
This includes everything from effective patch management and  
device encryption to secure identity and access management. Simply  
rushing to deploy AI tools can expose an organization to greater risks.

CISOs  have a critical role to play here. They must assess their  
organization’s current cybersecurity posture and identify any gaps  
or weaknesses for AI to be introduced gradually and strategically.  In 
short, the investment should be measured and strategic to avoid  
disjointed implementations.19
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The talent equation: Bridging the AI skillsgap

The conversation around AI in cybersecurity inevitably turns to  
talent. There’s a significant skills gap, not just in understanding AI  
but in leveraging it effectively within the cybersecurity domain. The  
development of AI technologies, particularly generative AI (Gen AI),  
has outpaced the skills available in the market.

Strengthening workforce AI skills is one of the top CISO challenges in  
this environment. Teams are learning that the quality of the prompts  
used to interact with and query AI models can significantly impact the  
accuracy and relevance of the output. Without a strong understanding  
of best practices, security teams may struggle to obtain the desired  
insights and actionable intelligence from AI implementation.

To address this skills gap and ensure that security teams can keep  
pace with the rapid advancements in AI technology, CISOs  must  
prioritize upskilling and training initiatives — for their teams and  
themselves, so they are able to identify the right talent needs and the  
best people to hire. This involves investing in educational programs  
focused on AI concepts such as prompt engineering, data analysis  
and model evaluation.

CISOs  should foster a culture of continuous learning, encouraging  
other security professionals to explore new AI capabilities, share their  
findings with colleagues, and ensure they and their teams have the  
intellectual curiosity and knowledge to harness the power of AI, protect  
the organization’s digital assets and increase cyber resilience.

Navigating the hype vs. the reality ofAI

KPMG research has found that the hype surrounding AI in  
cybersecurity has led to a growing sense of fear of missing  
out (FOMO) among organizations, particularly at the senior
management and board levels. In fact, 82 percent admitted they  
are choosing to invest in tech investments such as virtual and  
augmented reality, which are enabled by AI, in order to keep pace  
with their competitors.20 However, leaders need to make decisions  
based on the current realities of AI’s capabilities and limitations.
While AI has the potential to revolutionize cybersecurity, its current  
use in the S O C  is still relatively immature and limited in scope.

C IS Os  need to set realistic expectations and communicate the true  
potential of AI to senior management and the Board. This involves  
highlighting the current limitations and having a strategic approach  
to adoption. By encouraging a culture of experimentation, C IS Os   
can help with the discovery of appropriate use cases that align  with 
the organization’s unique needs and priorities. As  AI continues  to 
mature and evolve, C IS Os  must remain vigilant in assessing its  
capabilities and limitations.

20 KPMG Global Tech Report 2024, September 2024.

In cyber, we have more tolerance for false  
positives than false negatives. I would rather  
AI think something bad is happening and  
prompt me to investigate through manual  
processes to see whether the network is  
compromised versus actually having a  
cybersecurity issue, not knowing about it,  
and not mobilizing to address it.

Matt Miller
Principal, Cybersecurity Services  
KPMG US
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Identifying and deploying use cases with the  
most impact

CIS Os  must carefully assess  and prioritize potential AI use cases  
that offer the greatest impact and align with their organization’s  
specific needs. A promising area is the analysis of large volumes  
of data to identify potential threats or anomalies, as AI excels
at processing vast amounts of information to extract insights.  
Additionally, AI can be used to automate repetitive, manual tasks,  
freeing up human analysts to focus on more complex and strategic  
initiatives. AI-driven analysis can enable developers to patch small  
vulnerabilities before they become big problems.

By empowering team members to explore AI’s capabilities and  
propose ideas for implementation, C IS Os  can uncover areas where  
AI can be most effectively deployed. Carefully assessing and  
selecting use cases that address real-world problems positions  
C IS Os  to ensure that their AI investments are targeted, effective  
and aligned with the organization’s overall cybersecurity and  
business goals.

Preparing for AI-powered cybersecurity threats

While adopting AI technologies to enhance their cybersecurity  
efforts, C IS Os  must also be prepared to face the emerging threats  
posed by AI-powered attacks.

One particularly concerning example is the rise of deepfakes  
and the reality that AI algorithms can now quickly, easily and  
inexpensively create highly realistic and convincing manipulated
audio and video content. In fact, deepfake technology has become  
democratized to the point that essentially any threat actor can  
obtain and operationalize it with minimal effort.

This purposely deceptive material is increasingly being used in  
social engineering attacks or to spread disinformation, making it  
more challenging for cybersecurity teams to distinguish between  
genuine and fraudulent content.

Also, the growing use of AI in voice detection and biometric  
authentication in call centers can inadvertently make it more  
difficult to detect and defend against deepfakes. Attackers may  
exploit these same technologies to bypass security measures and  
manipulate systems.

To combat these evolving risks, C IS Os must stay informed
about the latest developments in AI-powered threats and adapt
their defense strategies accordingly. This may involve investing
in advanced AI-driven security tools, such as those designed
to detect and flag potentially manipulated content, as well as  
educating employees. They need to ensure that any AI deployment  
is supported by clear roles, responsibilities and context to  maximize 
its impact on cybersecurity efficiency and effectiveness.

Unfortunately, in regard to AI, security  
holds a lot of the liability. CISOs were  
already in difficult waters, but the rapid  
pace at which it is now being rolled out  
is exponentially increasing stress levels
around what good security looks like when  
you start introducing these LLMs at scale.
However, there are effective strategies
and tools available to manage the evolving  
environment.

Terence Jackson
CISM, CDPSE, GRCP
Customer Security Officer  
Microsoft Security Solutions
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Address the basics of good security — patch  
management, safeguarding data, IAM, etc. —
before turning to more sophisticated activities like  
implementing and scaling AI across the enterprise.

Work to enhance awareness among employees and  
customers of the risks associated with enterprise  
and adversarial use of AI.

Continue to assess use cases for AI for S O C  Level 1  
and Level 2 tasks.

Provide a clear vision of the roles and  
responsibilities of people utilizing AI and be  
transparent about the context and initiatives  
in which AI is being used.

Prioritize upskilling the security workforce  
with the necessary technical skills and  
ensure they stay up-to-date with the latest  
AI developments.

Encourage teams to be intellectually  
curious about AI and to propose ideas for  
experimentation and potential use cases.

Suggested actions Learn more

KPMGSecurity Operations  
Center Survey 2024

Redefining Security  
Operations with AI

Rethinking Cybersecurity:  
YouNeedto Use AI to Fight AI

The power of the people Embed trust as AI proliferates Platform consolidation The digital identity imperative Smart security for smart ecosystems Resilience by designThe ever-evolving role of the CISO Harness AI for cyber

Cybersecurity considerations 2025

© 2025 Copyr ight o wn ed b y one or more of the K P M G International entities. K P M G International entities provide no services to clients. Al l r ights reserved.

23



To tackle increasingly complex cybersecurity risks,  
organizations continue to add to their arsenal
of tools and solutions designed to protect their  
digital assets. From endpoint security and security  
information and event management (SIEM) to  
vulnerability management, Internet of things (IoT)  
security, extended detection and response (XDR)  
and managed detection and response(MDR),
the sheer number of options available can be
overwhelming. CISOs struggle to manage, maintain  
and integrate this complex patchwork of disparate  
tools. Worse yet, more time is spent on integration  
than harnessing the value of the data for usable  
security insights. In response, many organizations  
are exploring the adoption of security platforms,  
giving them greater efficiency, improved visibility  
and enhanced control over the security environment.  
This broader shift to platform consolidation offers  
both promises and pitfalls.

Consideration 5

Platform consolidation: Embrace the potential but  
recognize the risks

There are economies of scale that come with  
consolidating with a particular platform or  
discipline, such as identity. Giving the security  
team improved, but perhaps less technologies  
to work with can help create a more well-
rounded security workforce that is more  
effective across capability domains.

Jim Wilhelm
Principal, Global Microsoft Security Leader  
KPMG US

Recognizing the value of platform consolidation

Large organizations are particularly keen on the shift toward  
platform consolidation. One reason is that disparate tools produce  
a huge volume of data and signals, and they enforce different  
aspects of the overall security policy. This complexity makes  
integration and enforcing a consistent security policy a challenge.  
Streamlining the cybersecurity toolset by consolidating disparate  
solutions gives leaders a clearer, more comprehensive view of  
their organization’s security landscape. This, in turn, facilitates
the enforcement of consistent security policies across the board,  
closing potential gaps and vulnerabilities.

Consolidation also matters in the context of a zero-trust  
framework. At its core, zero trust requires the evaluation of  every 
interaction within an organization’s network, including the  device 
used to access the network, the authentication methods  
employed, and the specific data being requested. However,  
implementing a zero-trust model can be incredibly challenging  
when organizations rely on a fragmented array of security tools.  
Platform consolidation can help enforce granular access controls  
and provide the required visibility.
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Moreover, organizations can benefit from economies of scale when  
it comes to managing identity, data security, threat management,  
endpoint protection and network control. Consolidation yields
significant cost savings, as fewer tools require less maintenance,  
training and support. With consolidated data sources, the security  
team can also better harness the power of AI.

Understanding your security data (logging and monitoring,  
signals, threat intelligence, authentication policies, entitlement  
assignments, user account data, etc.) is critical to empowering  
security personnel with the capabilities of Gen AI to improve
productivity in the security operations center (SOC) and beyond.  
The byproduct of this work is data consolidation and beginning the  
first steps of the journey toward an AI-enabled cyber program.

Working through possible pitfalls

While platform consolidation offers numerous benefits, it is crucial  
for C IS Os  to be aware of the potential risks and challenges. One  
significant, although not new, concern is concentration risk —
wherein an organization may become overly reliant on a single  
vendor or platform. Putting too many eggs in one basket — a
risk that has been on CISOs’  radar since the early days of cloud  
adoption — companies expose themselves to heightened risk if  
there is a compromise or vulnerability in a particular product or  
platform. Recent high-profile IT-related disruptions have put this  
risk in the spotlight. So, C IS Os  must strike a delicate balance  
between reaping the benefits of a streamlined security stack and  
mitigating the potential impact of a single point of failure.

Another challenge from a commercial perspective that may  
emerge over time is vendor lock-in. As  organizations become  
increasingly dependent on a specific set of products or services,  
they may find that the chosen platform no longer meets their  
needs. In such cases, switching to a different vendor can be
a costly and complex undertaking. This can involve significant  
compatibility issues and additional training requirements. To  
mitigate these risks, C IS Os  should consider adopting a hybrid  
approach to platform consolidation.

By relying on platform providers for foundational security  
capabilities and augmenting gaps with purpose-built solutions,  
organizations can ensure they have the necessary resiliency and  
flexibility to adapt to changing circumstances. Thus, C IS Os  can  
minimize the potential downsides of overreliance on a single  
vendor or platform while still taking advantage of the core benefits  
of a platform-based approach.

The consolidation decision is rarely made in isolation. Rather, it is  a 
collaborative effort involving key stakeholders such as the CISO,  
CIO, CFO, C O O  and CDO.  Perspectives from all leaders play a  role 
in ensuring the chosen platform aligns with the organization’s  
overarching security strategy and business objectives.

Talent and upskilling need to keep pace

In the move toward platform consolidation, talent development and  
upskilling initiatives also need to evolve. Cybersecurity professionals  
need to be prepared to adapt and thrive in a new and very different  
environment. C IS Os  must prioritize continuous learning and talent  
development across all domains of security, from the S O C  to  
monitoring personnel and beyond.

CISOs and their organizations are  
concerned about the shortage of talent.  
To enhance cybersecurity under these  
conditions, it is necessary to simplify  
and consolidate the number of tools  
and solutions used to protect digital  
assets.

Motoki Sawada
Partner, Technology Risk Services  
KPMG Japan
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With the right investments in skills and knowledge, security teams
can establish the necessary agility and expertise to make the most
of platform consolidation. By working with a more focused set
of tools, security professionals will be able to devote their time  
and energy to high-impact initiatives and respond to threats with  
greater efficacy.

Platform consolidation also gives C IS Os  a unique opportunity to  
optimize their talent-development strategies. Working with fewer  
vendors enables C IS Os  to streamline their training efforts, making  
it easier and more cost-effective to upskill their teams. As  S O C   
engineers and analysts receive training on a consolidated set of  
tools, they, too, will become more efficient and effective in their
roles. This can contribute to a stronger overall organizational security  
posture. By aligning talent development with the goals of platform  
consolidation, C IS Os  can create a virtuous cycle of continuous  
improvement and risk reduction.

Keeping pace and operating at the speed of  
business

A s  organizations grow and expand into new markets and regions,  
the demands on cybersecurity teams are multiplying. C IS Os  must  
contend with an increasing number of users, devices, and data  
points, all of which require robust protection and monitoring.

At the same time, we’ve heard, anecdotally, from several clients,  that 
budgets remain constrained with only modest year-over-year  
increases. In this context, the pressure to justify cybersecurity  
spending and demonstrate clear value to leadership has never been
higher, requiring CISOs  to continually look to extract more value from  
existing investments. The focus must be on making smart, strategic  
investments that deliver tangible value and return on investment.

Moreover, security needs to operate at the speed of business.  
However, as the business grows and new technology-enabled  
capabilities are rolled out, integration with security tooling cannot  be 
exponentially expensive. It must be flexible and adaptable — and  a 
platform approach helps make this process more repeatable and  
agile in the long run. Whether it’s applying advanced authentication  
methods to a new application or technology asset or signals-based  
access control, common patterns and a platform approach to  
integration help to improve the resiliency and speed of adoption.

CISOs  must be able to articulate how their investments in platform  
consolidation are helping to close critical capability gaps, reduce  
vulnerabilities and risk, and support the overall goals of the business.  
By striking the right balance between fiscal responsibility and strategic  
investment, CISOs  can position their organizations for success.

Traditionally: Most cybersecurity  
ISV’s say they can communicate with
disparate platforms, but the market has  
realized varying degrees of success of  
interoperability and effectiveness — often  
at high labor and maintenance cost.

New generation: Some new cyber ISV’s  
are consolidating traditionally disparate  
products into a new single, seamless  
tool with broader functionality and  
better data accessibility. This is a more  
effective approach, enabling companies  
to customize and contextualize those  
environments for individual clients
and leading to improvements around  
data, speed, scale, efficiency, costand  
functionality.

Philip Bice
Global Lead — Service ProviderPartnerships  
Google
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Identify areas where a hybrid approach can provide  
benefits; determine the right balance between  
consolidated platforms and specialized tools. Establish  
backup and recovery procedures to ensure resilience.

Recognize that complete consolidation may not be  
feasible; identify areas where specialized tools or  
providers may be necessary. Develop a phased approach  
to consolidation, prioritizing high-impact areas first.

Invest in training and upskilling your security
team to work efficiently with a consolidated
set of tools.

Implement continuous monitoring and
auditing processes to ensure platform
performance.

Suggested actions
Evaluate current vendors, assess platform compatibility  
with your technology landscape, and establish clear  
criteria for vendor selection and performance monitoring  
to ensure a strong foundation for consolidation.

Learn more

Protecting your business  
through technological change

As cloud over-spendingrises,  
look to cost optimization

Make operational  
resilience your North Star
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Digital identities are paving the way to  
a more agile and efficient digital world.  
However, securing digital identities is  
becoming increasingly challenging for
several reasons, from inadequate systems  
and controls to the rise of deepfakes.
Consequently, there is an urgent need  
to incorporate new and more advanced  
security mechanisms into verification
regimes. More importantly, CISOs and  
decision-makers need to develop a  
fuller understanding of the landscape,
rethink entrenched processes and invest  
in innovative systems rooted in sound  
principles.

Consideration 6

The digital identity imperative
Deepfakes present another daunting challenge as they increasingly  
blur the line between reality and manipulation. With current AI  
technology, more powerful, broadly accessible and inexpensive,  
personal information, voices and faces in particular, is increasingly  
susceptible to compromise and exploitation. While deepfakes pose  
a significant threat in terms of impersonation and the spread of  
misinformation, they also present an opportunity for both content  
creators and content consumers.

Improved authentication methods will help advance accountability,  
ethical standards and transparency among content creators. The  
resulting heightened awareness can lead to a more discerning  
consumer audience. Investing in better authentication will help  
safeguard the integrity of digital information and restore trust in the  
content we consume.

Another area of growing concern for organizations is the  proliferation 
of machine identities, specifically in connection with  privileged non-
human service accounts, which have access to  sensitive data to run 
specific applications. With the Internet of  Things growing more 
prominent, machine identity is becoming a  significant challenge for 
organizations to manage. Not surprisingly,  C IS Os  direct most of 
their team’s attention to human access, but  they’ve got to keep a 
record of the non-human network users as  well, to monitor if and 
when they are being attacked and potentially  compromised.

The increasing complexity of digital identity  
management

Ultimately, each individual possesses a unique identity that  is 
distinct to them. However, across different contexts —
government, finance or life sciences, for example — identity
is applied in various ways to serve specific functions or satisfy  
different needs. It is essential to understand that while an  
individual’s core identity remains singular, its interpretation and  
validation can differ across organizational environments.

As  organizations strive to maintain the integrity of individual  
identities, they are increasingly turning to advanced authentication  
technologies — including biometrics, such as fingerprint, facial,  
voice and retinal scans — to enhance security and streamline  
processes. However, these modalities give rise to risks and the  
impact can go well beyond the scope of a typical data breach. If  
these unique identifiers are compromised, for example, individuals  
face the ongoing possibility of identity theft and misuse that is
not easily rectified since biometric traits are inherently permanent  
and irreplaceable. The collection and processing of biometric data  
also raise concerns about potential data discrimination and bias in  
biometric systems, making diversity and accuracy in data coding  
practices to ensure fair and reliable recognition more important  
than ever.
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Why businesses need a future-proof digital identity  
strategy

From a commercial perspective, whether in a B2B or B2C  context, 
digital identity management revolves around establishing  trust 
between organizations and the individuals accessing their  
networks. By empowering users with control over their personal
information and providing transparency about its usage, businesses  
can cultivate trust and loyalty among their customer bases. This  
trust is built on the assurance that individuals can access the  
resources they require, the confidence that access will be promptly  
revoked when no longer necessary, and the certainty that all  actions
taken within the system will be logged and fully traceable.

Maintaining this trust requires a proactive approach to the entire  
identity and access management lifecycle, from provisioning  and 
ongoing administration to deprovisioning of access. This is  
particularly important because long-tenured employees could  
amass access to numerous systems, granting them significant  
power. To mitigate these risks associated with the accumulation  
of privileges, C IS Os  and their teams must adhere to two key  
principles of cybersecurity: least privilege and need to know.

By ensuring that individuals only have access to systems essential  
to their specific roles, organizations can significantly reduce the  
potential for bad actors to compromise powerful administrator  
accounts and gain access to sensitive data.

As  the lines between workforce and consumer identities continue to  
blur, organizations must adopt a holistic approach. For employees,
a robust digital identity framework ensures that access to  
sensitive information is granted based on well-defined roles and  
responsibilities. This involves implementing secure onboarding  
and offboarding processes and conducting regular access control  
reviews and updates.

An effective digital identity strategy can also significantly enhance  
efficiency and user experience. A streamlined process can  
minimize the need for repetitive form-filling for tasks such as filing  
taxes, making insurance claims and going for medical visits. This  
can reduce friction and waiting times for both employees and
customers. As  organizations increasingly rely on digital technologies  
to drive growth and innovation, a strong digital identity framework  
becomes a cornerstone of their overall business strategy. By  
investing in secure, transparent and user-centric digital identity  
solutions, businesses can position themselves for success.

Organizations tend to focus on the human  
aspect of security because it’s more tangible.  
It’s much more difficult to verify a machine’s  
identity and usage and when it was created in  
the system.

Anubha Sinha
Partner, Digital Trust & Identity  
KPMG Australia
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How governments can enable trusted digital  
identity ecosystems

Digital identity remains a crucial touchpoint for secure and efficient  
verification processes across various government services and  
transactions. Governments and global corporations worldwide are  
actively pursuing improved solutions for personal and business-
related digital identities. For instance, Australia recently introduced  
a comprehensive digital identity program, known as the “Trust  
Exchange,” which is highlighted by a digital wallet that integrates  
different areas where identity authentication is needed, such as  
government, social, financial and workforce identities.21

By facilitating digital identity verification across multiple services,  
the Trust Exchange seeks to increase trust among organizations  
while granting citizens control over the personal information they  
share. Estonia is another example, issuing every citizen a digital  
identity at birth that remains valid throughout their life. Citizens  
have full transparency regarding when and where their identity is  
authenticated, which helps to combat privacy concerns.22

Despite these encouraging developments, interoperability between  
global systems remains a challenge. This is due to differing  
regulations, risk appetites and public opinion regarding the handling of  
personal and biometric data. When it comes to a global consensus on  
trusted identity exchange, a coalition of willing countries may emerge,  
such as the EU’s interoperable framework to develop a shared trusted  
identity framework. However, not all countries prioritize the same  
values, especially concerning privacy, which may limit the extent of  
interoperability in the short term.

21 Australia Department of Social Services, Trust exchange drives secure digital services, August 13, 2024.
22 e-Estonia, Solutions and services: e-Identity, 2024.

How CISOs can lead the charge inimplementing  
digital identity strategies

In shaping digital identity strategies, C IS Os  can serve as the  
connective tissue between government, regulators and the  
enterprise. In an increasingly complex environment where much of  
the identity management process lies outside of their direct control,  
C IS Os  must adopt a proactive and collaborative mindset, engaging  
stakeholders from the top down to ensure awareness and drive the  
necessary changes.

Security leaders need to keep up with user needs and expectations,  
ensure adherence to core security principles and stay informed about  
the implications of emerging technologies like AI and deepfakes.
Additionally, C ISOs  must elevate the discussion of digital identity  
at the board level, ensuring that senior leaders understand its  
importance and provide the necessary support.

By prioritizing identity as the new perimeter in cybersecurity and  
promoting a culture of security throughout the organization, CISOs   
can lay the foundation for successful digital identity management.

Transparency is the cornerstone of trust  
in the world of digital identity. I believe, by
openly sharing how personal information is  
collected and used, we can alleviate concerns  
about privacy and empower individuals to  
make informed choices regarding their online
presence. The more transparent the process, the  
more trust people will have in the system.

Imraan Bashir
Partner and National Public Sector Cyber Leader  
KPMG Canada
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Ensure adherence to core security principles,  
such as data minimization and timely deletion  
of unnecessary data, to maintain the highest  
standards of data protection.

Build strong relationships and trust with other  
business units to ensure efficient collaboration and  
coordination in identity management processes.

Stay informed about the implications of AI and  
deepfakes on digital identities to proactively  
address emerging threats and vulnerabilities.

Engage all stakeholders, from the top down, to  
ensure awareness and drive the needs around  
sustainable digital identity and access management.

Prioritize identity as the new perimeter in  
cybersecurity, recognizing its role in securing the  
organization’s assets and stakeholders.

Streamline identity while maintaining security. Focus  
on user experience by simplifying the issuance and  
usage of credentials, reducing passwords, etc.

Suggested actions Learn more

Deepfake — How real is it?

Deepfakes: Real Threat

As deepfake technology advances, the risk of identity manipulation and fraud intensifies, making  
robust digital identity protections crucial to safeguarding both consumers and organizations from  
emerging threats.

Nancy Chase
Global and Canadian National Leader, Risk Services  
KPMG International
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With improving technology, there has been an  
explosion of smart devices and IoT products,  
transforming the way we interact with the  
world around us. From home appliances
and wearables to industrial equipment and  
vehicles, the proliferation of connected devices  
introduces new vulnerabilities for cybersecurity  
professionals to protect against, impactingboth  
companies and consumers. Many of the risks  
are still unfolding. Protecting organizational  
data accessed by networked devices will be  
crucial for preserving the integrity, safety and  
security of entire sectors and infrastructures.
The traditional methods used just a decade
ago are no longer sufficient. There is an urgent  
need to develop effective strategies for securing  
connected assets throughout their entire lifecycle
and across the organizational ecosystem.

23 KPMG, Smart-X: A  holistic approach to cybersecurity for smart devices, January 2024.
24 KPMG Global Tech Report 2024, September 2024.

The role of CISOs in securing smart products

As  organizations across myriad sectors — industrial manufacturing,  
energy and defense, to name several — are looking to increase  
efficiency and gain competitive advantage, consumers are  
demanding convenience, accessibility and personalized  
experiences. Against that backdrop, we expect to see a surge
in interconnected smart devices that will transform virtually
every sector of the global economy, particularly healthcare,
transportation, manufacturing and retail.

As  these products — powered by what we call “Smart-X”  
technologies — become increasingly connected to companies’  
back-end systems and databases, C IS Os  will have to take a more  
product-centric approach to security. They need to become deeply  
involved in organizational and product-specific processes, ensuring  
that security is embedded throughout the entire lifecycle of smart  
devices, from secure design until the device is decommissioned.23  

According to KPMG research, 72 percent of organizations are  
embracing secure-by-design principles by ensuring cyber teams  
are involved in technology-related projects from the beginning.24

From the initial design and development stages to ongoing  
maintenance and updates, C IS Os  must collaborate closely with  
various teams. This includes engineering, development and
product support to address the unique security challenges posed  
by these connected devices.

Consideration 7

Smart security for smart ecosystems

CISOs must recognize that the supply chain  
around smart products is exceedingly  
complex. In relation to security, these  
external vendors and processes must be  
closely managed end-to-end because all  
aspects are interconnected.

Marko Vogel
Partner, Cybersecurity  
KPMG Germany

The expansion of these technologies introduces new risks and  
vulnerabilities. Further, this new reality brings cybersecurity much  
closer to broader society — if something goes wrong, it isn’t just  
a business issue. Breaches can range from minor inconveniences  
to major threats to public safety, security and privacy. Therefore,  
securing Smart-X technologies is not just crucial for protecting  
individual entities, but also for preserving the integrity, safety and  
security of entire sectors and infrastructures.
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When tires meet technology
An example of a device that’s changed significantly and now falls  
under the smart device ambit is an automobile. In recent years,  
vehicles have evolved from simple mechanical machines to complex,  
connected devices. Modern automobiles are now equipped with
an array of sensors, processors and software systems that enable  
autonomous driving, real-time navigation and over-the-air updates.  
Moreover, OEMs (original equipment manufacturers) are increasingly  
offering additional features ‘as a service’, highlighting a shift toward  
service-based models for accessing advanced vehicle functionalities.

Clearly, connected vehicles have fundamentally changed the way  
we interact with our cars. However, the increasing sophistication  
has also introduced new challenges for cybersecurity professionals.  
As  vehicles become more reliant on software and connectivity,  they 
become vulnerable to the same types of cyber threats that  plague 
other connected devices, such as hacking, data breaches
and malware infections. Smart vehicles serve as an extension of the  
company, with direct access to back-end systems and databases.
This can create a new risk of exposing sensitive organizational data to  
potential hackers.

From a consumer perspective, as electric, autonomous and  
connected vehicles become more prevalent, the threat of  
cyberattacks has risen considerably. Today’s vehicles utilize millions  
of lines of code to power their many advanced functions, leaving  
them vulnerable to unauthorized access and hacking. CISOs  in this  
sector must research and adopt tools and strategies to operationalize  
relevant cybersecurity protocols and procedures.25

25 KPMG International, Cybersecure Vehicles: Growing number of connected vehicles warrants better cybersecurity measures, 2024.
26 Center for Cybersecurity Policy and Law, The UK PSTI  Act Comes into Effect, April 29, 2024.
27 Australian Government, Department of Home Affairs, Cyber Security Act, November 29, 2024.
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Taking a healthy look at smart  
medical devices
Similarly, the frequency and severity of cyber attacks on  
medical equipment is escalating as these devices proliferate  
and cyberattackers recognize their vulnerabilities. Medical  
devices represent a ready target for threat actors. Despite  
rapid innovation, there is a significant number of older  
medical devices in use, many of which are not secure or  
inadequately managed.

Compromised medical devices can reveal sensitive patient  
information to unauthorized persons, disrupt connected  
technologies, harm patients and potentially shut down hospital  
operations. It requires all stakeholders — from manufacturers  
and healthcare providers to security teams — to communicate  
and work in collaboration to actively identify cyber risks and  
related threats, plan for mitigation and remediation, and ensure  
the ongoing safety and security of patients.

With the continuous evolution of cybersecurity standards and  
practices, manufacturers — and, by extension, C IS Os  — face  
the daunting task of ensuring these devices meet and are  
compliant with the latest recommendations and requirements.

The shifting landscape of IoT and Industrial IoT (IIoT)  
security regulations

The regulatory landscape surrounding IoT and IIoT security is also  
evolving. There are new regulations to address the growing concerns  
around the privacy and security of connected devices.

The EU Cyber Resilience Act (CRA), a groundbreaking EU regulation  
that came into force in 2024, governs connected hardware and  
software product manufacturers. The C R A  “tackles the challenges  
consumers and businesses currently face when trying to determine  
which products are cybersecure and in setting them up securely.”
All manufacturers and suppliers, both inside and outside the EU, are  
required to comply with the CRA ,  for products that are sold and used  
in the EU. This is important, considering many global organizations  
have facilities and supply chain relationships in the region.

In the UK, the Product Security and Telecommunication Infrastructure  
Act (PSTI) has set standards for the protection of consumers using  
connectable technology products. It requires manufacturers to focus  
on security by design principles, such as banning simple preloaded  
passwords, providing transparency on the minimum duration of  
security updates, and offering a statement of compliance.26

The PSTI sets a precedent for other regions when it comes to security  
regulations for smart products. With the growing proliferation of IoT  
and IIoT devices, organizations must navigate an increasingly complex  
web of security regulations and directives, particularly in Europe. To  
effectively navigate this environment, companies must develop a  
harmonized approach to security that considers the full spectrum of  
regulations across jurisdictions. This requires CISOs to closely work  
with various stakeholders, including legal and compliance teams.

Similar legislation was enacted in Australia in 2024 to ensure  
manufacturers and suppliers of smart devices comply with the  
relevant security standards.27
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Managing the prolonged lifecycle of smart products

The extended lifecycle of smart products presents unique security  
challenges for C IS Os  and their teams. Unlike traditional devices,  
which may have a relatively short lifespan, smart products such  as 
automobiles can remain in use for decades. The underlying  
architecture of these devices must be designed to accommodate  
periodic updates and upgrades to adapt with new technologies,  
regulatory requirements and evolving security threats.

In this fluid environment, C IS Os  must work closely with product  
development teams to embed security considerations into the  
long-term roadmap of smart products. Right now, this means  
exploring potential advancements like quantum computing that  
could impact the security landscape in the coming decades.

Unlike traditional IT systems, where patches and updates can be  
easily deployed, smart devices often have embedded software  
that is more difficult to update due to factors such as connectivity  
limitations and the inability to patch in real time. Therefore, C IS Os   
need robust strategies to manage software updates throughout  
the product lifecycle. Additionally, C IS Os  must work to educate  
end users about the importance of regular software updates and  
provide clear guidance.

The supply chain surrounding all smart products — not just  
automobiles and medical devices — adds another layer of  
complexity. With numerous components sourced from various  
suppliers, it is crucial to understand the software modules that  
comprise each smart product. C IS Os  need to ensure the integrity  
and security of the supply chain by accounting for potential  
vulnerabilities. This includes maintaining a detailed software bill  of 
materials, which enables manufacturers to quickly detect and  
address critical vulnerabilities, even after devices have been  
deployed to end users.

Taking a holistic approach to smart device security and
incorporating it into every aspect of the Smart-X lifecycle is critical  
not only for protecting sensitive information and assets but also for  
maintaining the trust of customers and stakeholders.

Assessing the impact of emerging technologies on  
Smart-X security

AI and other emerging technologies, such as automation,
robotics, 5G and edge computing, present both opportunities and  
challenges for C IS Os  in ensuring the security of smart products.  
By leveraging DevSecOps principles and building AI capabilities  
into smart products from the earliest stages of development,
organizations can create a more robust and adaptable security  
framework that works throughout the product lifecycle.

However, there are also new complexities and risks. As  these  
technologies become more sophisticated and deeply embedded  
into the functionality of smart products, the potential impact of  
security breaches or malfunctions becomes more significant.
C IS Os  should work to develop a deeper understanding of how  AI 
and other emerging technologies interact with smart devices,  
identifying patterns and potential vulnerabilities that could be
exploited by malicious actors. This requires close collaboration with  
product development teams and a commitment to ongoing testing  
and evaluation to ensure that security measures remain effective  as 
the technology evolves.

AI has the potential to revolutionize the way security threats are  
detected and mitigated, enabling security teams to proactively  
predict and plan for potential vulnerabilities. Ultimately, C IS Os   must 
strike a balance between embracing the benefits of emerging  
technologies in smart devices and maintaining a robust and  
adaptable security framework.

A harmonized view of security is the  
first priority. Without it, organizations  
can’t conduct business efficiently or  
effectively because there are now so  
many security requirements built into  
contracts — and rightly so.

Jayne Goble
Partner, Cybersecurity  
KPMG UK
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Implement a security framework that covers the  
entire lifecycle of Smart-X devices, from secure  
design to decommissioning, that includes specific  
strategies for IoT and IIoT devices.

Establish early assurance mechanisms and  
maintain a detailed software bill of materials to  
enable swift detection and recall of devices to  
manage critical vulnerabilities.

Develop and implement security plans that are  
tailored to the specific usage environments of  
smart devices and recognize the importance of  
security and trust in enhancing overall device  
reliability and customer confidence.

Encourage investment in a variety of networking  
protocols and standards (such as Bluetooth,  
Ethernet, 5G/6G) to optimize connectivity and  
security.

Address potential physical safety issues and  
build customer trust through transparent security  
practices, third-party audits, and compliance with  
regulatory requirements.

Suggested actions Learn more

Control System Cybersecurity  
Annual Report 2024

Smart-X —
KPMGSaudi Arabia

Cybersecure vehicles
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Resilience is a focal point for organizationsand  
societies, especially in critical infrastructure  
and the relationship between information
technology (IT) and operational technology (OT).  
It involves reducing the probability of an attack by  
managing the attack surface, quickly identifying  
and responding to incidents while minimizing  
their impact and recovering quickly. Thetheme
is becoming central to the CISO agenda as the  
prospect of attackers using ransomware or other  
malicious means to cause large-scale industrial  
disruption, risking both data and human lives,  
remains alarming. To effectively embed resilience,  
CISOs need to factor in several elements — the  
threat landscape, the evolving form of organizational
assets, the role of governments, and regulations.

Strengthening cyber resilience through  
comprehensive asset management

Effective asset management continues to be the foundation of cyber  
resilience. CISOs  must acknowledge that they cannot secure what  
needs to be secured unless they know what they have. This includes  
not only the assets within the organization’s data center that maintain  
day-to-day processes, but also the mission critical systems and  
endpoints outside of enterprise IT that run factories, regulate mass  
transportation networks and keep energy grids online. Without this  
oversight, identifying systems like enterprise resource planning (ERP)  
systems and the threats that could compromise them becomes a  
guessing game, leaving organizations vulnerable.

The likelihood of continued and increasing cyberattacks on critical  
infrastructure is high, with motivations ranging from financial gain to  
geopolitical issues and terrorism. The impact of these attacks can  
be devastating, potentially leading to substantial societal harm. The
financial toll of cybercrime is also skyrocketing, with the global average  
cost of a data breach reaching nearly US$5 million between Q1 2023  
and Q1 2024, a 10 percent increase from the previous period.28

Consideration 8

Resilience by design: Cybersecurity  
for businesses and society

28 IBM, Cost of a Data Breach Report 2024, July 2024. Research conducted between March 2023 and February 2024.

It’s truly amazing that in 2025 we are still  
having conversations around how to properly  
discover, understand, categorize and,  
ultimately, protect an organization’s critical  
assets.

Jason Haward-Grau
Global Cyber Recovery Services Leader  
KPMG US
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To address this challenge, organizations have increasingly turned  to 
endpoint detection and response (EDR) and extended detection  
and response (XDR) solutions. E D R  focuses on monitoring
and securing endpoints, such as laptops, desktops and mobile  
devices, while X D R  integrates data from multiple security tools  
and systems, providing a more comprehensive view of an
organization’s security posture. Although E D R  and X D R  have  
become more widely adopted, they are not yet ubiquitous. These  
solutions are not themselves silver bullets and should be viewed  as 
important components of a broader security controls framework  
that organizations should have in place. Can effectively manage  
assets, gain visibility, detect anomalies and threats quickly, and  
respond to incidents effectively.

Navigating the risks of an expanding ecosystem  
and third-party relationships

A s  organizations increasingly rely on third-party providers for  
software and services, there is a heightened risk of weak links  in 
the supply chain. An expanding ecosystem also increases the
attack surface, as the potential entry points for attackers grow with  
each additional third-party relationship. Hackers often look for the  
path of least resistance to gain network access, which could be as  
simple as an unprotected printer.

A single vulnerability in an external provider’s security can  
jeopardize the entire system, potentially leading to catastrophic  
events such as a “blue screen of death” scenario, where critical  
systems become unresponsive and inaccessible. This makes it  
crucial for C IS Os  to manage these risks effectively by assessing  
and addressing the security postures of their partners, vendors  
and suppliers.

To tackle these challenges and ensure compliance with emerging  
regulations like the EU’s DOR A  (Digital Operational Resilience Act),  
Network and Information Security Directive 2 (NIS2) and Cyber  
Resilience Act (CRA), organizations are adopting a more proactive  
approach to third-party security. These initiatives seek to formalize  
operational resilience, with DOR A  focusing on resilience for financial  
institutions. DORA’s objective is to provide a framework for resilience,  
including how to prepare for disruptions, what to do when they occur  
and how to report a disruption.29

Establishing clear expectations from the outset, and demanding  
transparency and accountability in both software and hardware supply  
chains, organizations can better protect themselves against a wide  
range of supply chain attacks. It is worth noting that the C R A  requires  
vendors to provide a software bill of materials (SBOM) in addition
to the more routine hardware bill of materials (HBOM) to ensure a  
comprehensive understanding of the libraries and components used  
in their products and services.30

Embracing a holistic approach to security in the  
face of merging physical and virtual threats

When it comes to cyberattacks, the physical and virtual worlds are no
longer as distinct. It’s impossible to separate one from the other. This
means that organizations must consider the potential impact of cyber
threats on their physical assets and operations, as well as the ways
in which physical security breaches can lead to virtual vulnerabilities.  
C ISOs  need to shift the focus of their teams from constant monitoring  
to proactively identifying potential entry points for deepfakes.

A holistic approach to security that considers both the physical and  
virtual realms is essential for protecting against the full spectrum of  
threats. This includes securing VPN tunnels for remote workers and  
ensuring that all devices, whether company-owned or employee-
owned, are adequately managed and protected.

29 KPMG, Rise to the challenge of D O R A  compliance, 2024.
30 Manifest Cyber, S B O M s  Take Center Stage in the EU’s Cyber Resilience Act, March 6, 2024.

Every day you hear about cyberattacks on  
one country by another and vice versa. In the  
modern era of warfare, nearly every physical  
attack between sparring nations is mirrored  
by an equally devastating but unseen cyber  
assault, highlighting the critical need for  
robust cyber defenses.

Merril Cherian
Partner  
KPMG India

Organizations must also be prepared for the fact that cyberattacks can  
have real-world consequences. In the case of critical infrastructure,
a successful attack could lead to widespread disruption, economic  
damage, and even loss of life. By recognizing the interconnectedness  
of the physical and virtual worlds, organizations can better prepare for  
and respond to these types of incidents.
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The evolving role of government in cybersecurity

As the impact of cyberattacks on critical infrastructure grows, the role  
of government in protecting businesses against attacks that result
in substantial societal harm becomes increasingly important. While  
organizations cannot rely solely on the government for protection,  
there are measures that governments can take beyond regulatory  
solutions to support organizations in their cybersecurity efforts.

For instance, governments can play a crucial role in facilitating  
information sharing among organizations and drafting regulations  
aimed at protecting companies from large-scale cyberattacks  and 
increasing their overall resilience posture. Groups like the  
Information Sharing and Analysis Centers (ISACs) in the US
are working to democratize insights across various industries.  
By encouraging and supporting these types of initiatives,  
governments can help break down the barriers that have  
historically prevented organizations from openly discussing  
cyberattacks.

While proactive, targeted attacks on cybercriminal syndicates  by 
governments are unlikely, there is potential for takedowns of
specific groups by targeting their funding sources and hampering  
their ability to carry out attacks. However, many of these groups  
operate in countries where they are difficult to reach.

legislate controls that increase overall resilience.

Implement proactive security measures, such as  
analyzing user behavior and identifying abnormalities,  
to strengthen real-time organizational resilience.

Develop a resilience plan that identifies critical  assets 
and strategies to maintain operations during a  
cyberattack.

Regularly test and drill cybersecurity response plans  
to prepare leaders for significant attacks and improve  
organizational readiness.

Assess third-party security gaps and view regulations  
as an opportunity to strengthen the organization’s  
cybersecurity foundation.

Prioritize continuous learning and evolution to stay  
informed about the latest threats, vulnerabilities and  
best practices in cybersecurity.

Conduct thorough post-incident reviews to identify  
root causes, develop remediation plans and strengthen  
cybersecurity defenses.

Suggested actions
Remain aware of the evolving regulatory landscape and  
actively lobby for and push government into helping

Learn more

Rise to thechallenge  
of DORAcompliance

Maintaining cyber vigilance  
and staying resilient

A decade ofransomware—
KPMGNetherlands
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Cyber strategies for 2025
What actions can CISOs, and the broader business lines, take in the year ahead to help ensure security acts as a true enabler of enterprise objectives, particularly
as  organizations strategically invest in AI capabilities and more in the year ahead? Following is a short list of recommendations CISOs should consider as they seek
to  protect – and enable – the business amidst growing global complexity.

• Prepare for the CISO role’s evolution due to AI automation and the shift to cloud-based services.
• Recognize the expanding role of the CISO from solely a network defender to risk manager, lobbyist, and influencer. Develop and refine influencing skills to effectively communicate the  

importance of cybersecurity and drive change across all levels and departments.
• Develop and deploy continuous training programs that go beyond traditional methods, utilizing innovative and immersive techniques to drive sustainable behavior change among employees.
• Determine and establish ownership of the necessary controls to mitigate AI-related risks and clearly define who owns and is accountable for those controls are clear and consistent with  

organization’s overarching data governance framework.
• Work to enhance awareness among employees and customers of the risks associated with enterprise and adversarial use of AI.
• Provide a clear vision of the roles and responsibilities of people utilizing AI and be transparent about the context and initiatives in which AI is being used.
• Prioritize upskilling the security workforce with the necessary technical skills and ensure they stay up to date with the latest AI developments.
• Invest in training and upskilling your security team to work efficiently with a consolidated set of tools.

People

Process
• Continue to build security in by design across DevSecOps processes, in addition to embedding cyber-focused team members into business functions.
• Implement human-centric risk-reduction strategies that focus on addressing the human element of cybersecurity, as it accounts for three-quarters of cyber breaches.
• Establish a red teaming structure to perform testing of AI models, ensuring their robustness and reliability to avoid generating inaccurate or undesirable information. Define roles and  

responsibilities to support AI capabilities between the first and second lines of defense.
• Streamline identity while maintaining security. Focus on user experience by simplifying the issuance and usage of credentials, reducing passwords, etc.
• Implement a security framework that covers the entire lifecycle of Smart-X devices, from secure design to decommissioning, that includes specific strategies for IoT and IIoT devices.
• Regularly test and drill cybersecurity response plans to prepare leaders for significant attacks and improve organizational readiness.
• Conduct thorough post-incident reviews to identify root causes, develop remediation plans, and strengthen cybersecurity defenses.
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• Take the lead in discussing the adoption of disruptive technologies like AI, explaining risks and mitigation steps.
• As  the boundary between personal and enterprise data within cloud-based and AI services blurs, conduct thorough due diligence on third-party vendors to ensure their  

contractual obligations are clear and consistent with organization’s overarching data governance framework.
• Address the basics of good security — patch management, safeguarding data, IAM, etc. — before turning to more sophisticated activities like implementing and scaling AI across  

the enterprise.
• Continue to assess  and invest in use cases for AI for S O C  Level 1 and Level 2 tasks. Invest in AI technologies to measure, quantify, and track human-centric risk, enabling more  

effective risk management and alignment with the evolving threat landscape.
• Identify areas where a hybrid approach can provide benefits, determine the right balance between consolidated platforms and specialized tools. Establish backup and recovery  

procedures to ensure resilience.
• Ensure adherence to core security principles, such as data minimization and timely deletion of unnecessary data, to maintain the highest standards of data protection.
• Stay informed about the implications of AI and deepfakes on digital identities to proactively address emerging threats and vulnerabilities.

Dataand  
technology

Regulatory
• Stay informed about regulatory changes, communicate with the board, and clarify limits of authority to mitigate personal liability risks for the CISO.
• Assess third-party security gaps and view regulations as an opportunity to strengthen the organization’s cybersecurity foundation.
• Remain aware of the evolving regulatory landscape and actively lobby for and push government into helping legislate controls that increase overall business and societal  

resilience.
• Understand regulatory obligations and assess  existing compliance requirements related to AI implementation. Develop and communicate clear AI usage policies, standards and  

procedures. Collaborate and maintain an open dialogue with other industry leaders and federal and global policy makers.
• Address potential physical safety issues and build customer trust through transparent security practices, third-party audits, and compliance with regulatory requirements.
• Establish early assurance mechanisms for smart devices in line with regulatory requirements, and maintain a detailed software bill of materials to enable swift detection and  

recall of devices to manage critical vulnerabilities.

Cyber strategies for 2025
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How KPMG
professionals  
can help

KPMG firms have experience across the continuum — from the boardroom to the data  
center. In addition to assessing your cybersecurity and aligning it to your business priorities,  
KPMG professionals can help you develop advanced digital solutions, implement them,  
monitor ongoing risks and help you respond effectively to cyber incidents. No matter where  
you are in your cybersecurity journey, KPMG firms can help you reach your destination.

As  a leading provider and implementer of cybersecurity, KPMG professionals know how  
to apply leading security practices and build new ones that are fit for purpose. Their  
progressive approach to cybersecurity also includes how they can deliver services, so no
matter how you engage, you can expect to work with people who understand your business  
and your technology.

Whether you’re entering a new market, launching products and services, or interacting  with 
customers in a new way, KPMG professionals can help you anticipate tomorrow, move  faster 
and get an edge with secure and trusted technology. That’s because they can bring  an 
uncommon combination of technological experience, deep business knowledge, and  
creative professionals passionate about helping you protect and build stakeholder trust.

KPMG. Make theDifference.

Learn more at kpmg.com/cybersecurity
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SUBJECT:   FY25 Year-to-Date Financial Update ACTION: 

DATE:          May 28, 2025 INFORMATION: X 

KEY TAKEAWAYS: 

• Total return for the third quarter of FY25 of 0.83%.  Year-to-date, total fund
outperformed the performance benchmark by 29 basis points and was flat versus
the passive benchmark.

• Accounting net income year-to-date of $3.6 billion, a gain of $1.1 billion for the
third quarter

• Realized (statutory) net income year-to-date of $4.1 billion, tracking above
Callan’s mid-point projection of $4.2 billion for the year

• Total net asset value as of March 31st of $80.8 billion, an increase of $1.2 billion
from the same time last year

• Three transfers totaling $900 million to the General Fund during the quarter,
leaving $857 million to be transferred during the last quarter of the fiscal year

• $381 million of mineral deposits transferred in during the fiscal year to date,
slightly ahead of the Spring Revenue Forecast

• Committed Earnings Reserve balance of $4.8 billion, including $3.8 billion for
FY26 General Fund transfers and $1.0 billion for FY25 inflation-proofing

• $3.7 billion in uncommitted realized earnings at the end of March
• Inflation rate for FY25 is final at 2.95%, which results in an estimated statutory

inflation proofing calculation of $1.7 billion; however, the actual transfer will
follow the appropriation

Financial results for the third quarter of FY25 were reflective of the volatility 
experienced in the public markets related to the presidential election and subsequent 
events.  Public and private equity experienced the largest drawdown for a combined total 
of $1.1 billion year-to-date.  Fixed income and absolute return posted the largest gains at 
nearly $300 million each year-to-date.  Overall, the portfolio gained $641 million in 
value between the end of December and the end of March. 

Net assets increased by $360 million year-to-date through March.  This is a result of net 
income of $3.6 billion and $381 million received in mineral royalty deposits offset by the 
FY25 POMV transfer to the General Fund in the amount of $3.6 billion.  Corporate 
operating expenses and other appropriations for the quarter totaled $62 million. 

There were three transfers to the General Fund during the third quarter of FY25 totaling 
$900 million.  The remaining $857 million is scheduled to transfer throughout the 
remainder of the fiscal year.  Staff is in communication with the cash managers at the 
Department of Revenue to ensure that amounts designated for the General Fund remain 
invested in the Fund as long as possible, while being available to meet the liquidity needs 
of the State. 
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ALASKA PERMANENT FUND CORPORATION 2

Key Takeaways

• Accounting net income: $3.6B
• Statutory net income: $4.1B
• Mineral revenues deposited to corpus: $381M
• POMV transfers to General Fund: $2.8B
• Total return: 4.55%
• Realized earnings balance: $3.7B

as of March 31st
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ALASKA PERMANENT FUND CORPORATION 3

Total Assets
(millions)

FY25 as of 3/31 FY24 as of 6/30

Cash $2,793.1 $3,204.3

Receivables 1,001.1 461.7

Investments 79,191.4 77,768.5

Total assets $82,985.6 $81,434.5
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Investments
(millions)

Fair value FY25 as of 3/31 FY24 as of 6/30

Marketable debt securities $15,679.4 $14,075.9

Preferred and common stock 26,686.2 27,285.7

Real estate 9,504.6 9,344.1

Absolute return 5,920.4 5,591.3

Private credit 2,791.1 2,774.9

Private equity 14,480.5 14,761.6

Infrastructure 4,129.2 3,935.0

Total investments $79,191.4 $77,768.5
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Unrealized Gains (Losses)
(millions)

ASSET CLASS FY25 as of 3/31 FY24 as of 6/30 FY23 as of 6/30

Marketable debt securities $(344.6) $(619.3) $(847.8)

Preferred and common stock 4,434.6 4,945.4 3,098.6

Real estate 1,507.0 1,512.1 2,170.3

Absolute return 2,007.7 1,718.6 1,338.3

Private credit 374.1 372.8 333.7

Private equity 4,369.7 4,941.9 5,687.8

Infrastructure 1,232.3 1,184.0 1,047.7

Derivatives & Currency (41.3) 18.4 (3.4)

Total unrealized gains $13,539.5 $14,073.9 $12,825.2
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Liabilities
(millions)

FY25 as of 3/31 FY24 as of 6/30

Accounts payable $1,306.0 $948.1

Income distributable 857.3 23.6

Total liabilities $2,163.3 $971.7
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Fund Balances

FY25 as of 3/31 FY24 as of 6/30 FY23 as of 6/30

Nonspendable $70,568.1 $70,739.0 $67,520.7

Committed 4,821.1 3,657.3 3,526.1

Assigned 5,433.1 6,066.5 6,965.1

Total fund balances $80,822.3 $80,462.8 $78,011.9

Total liabilities and fund balances $82,985.6 $81,434.5 $79,290.4

(millions)
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ALASKA PERMANENT FUND CORPORATION 8

Permanent Fund 
Value $80.8B 
As of March 31, 2025

$70.6B Principal:

$10.2B Earnings Reserve Account 
(ERA) Includes:

$3.8B for the FY26 POMV - Committed
For the Percent of Market Value “POMV” Draw 
to the state’s general fund for dividends and 
government services

$1.0B for Inflation Proofing - Committed
For the FY25 transfer to the Principal for 
intergenerational purchasing power given the 
two-account structure

$3.7B “Spendable” Earnings
Available as realized income 

$1.7B Unrealized Gains
Represents changes in asset values from the 
purchase date to the statement date

APFC publishes monthly Financial Statement Reports at apfc.org

$58.7 Permanent Deposits 
$11.9 Unrealized Gains
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Alaska Permanent Fund: Principal and ERA

Principal Earnings Reserve Account (ERA) 
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Inflation Proofing FY16 – FY26
(millions)

FY20 follows intent language 
from appropriation

FY25 & FY26 statutory 
calculations are estimated

** Reflects actions in the FY26 
operating budget that is not 
yet final

Fiscal 
Year Per Statute

Amount 
Appropriated

Surplus/
(Deficit)

2016 $47.3 $- ($47.3)

2017 501.7 - (501.7)

2018 855.6 - (855.6)

2019 989.5 989.5 -

2020 757.7 4,757.7 4,000.0

2021 577.3 - (577.3)

2022 2,419.5 4,000.0** 1,580.5

2023 4,179.3 4,179.3 -

2024 2,346.6 1,413.0 (933.6)

2025 1,733.0 -** (1,733.0)

2026 1,505.0 -** (1,505.0)

Total $15,912.5 $15,339.5 ($573.0)81 of 109
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Revenues
(millions)

FY25 thru 
3/31

FY24

Interest $502.5 $585.2

Dividends 427.7 612.0

Real estate and other income   489.1 462.0

Total interest, dividends & other 
income

$1,419.3 $1,659.2

Total increase in fair value of 
investments  2,345.4 3,965.4

Total revenues $3,764.7 $5,624.6
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Net Change in Investments Value
(in millions)

Asset Class FY25 thru 3/31 FY24

Marketable debt securities $315.6 $124.8

Preferred and common stock 1,491.2 3,808.0

Real estate (92.0) (603.3)

Absolute return 336.7 543.1

Private credit 29.4 62.1

Private equity 237.1 35.4

Infrastructure 232.8 193.8

Derivatives & currency (205.4) (198.5)

Total net increase $2,345.4 $3,965.4
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Expenditures
(millions)

FY25 thru 
3/31

FY24

Operating expenditures $(118.1) $(146.9)

Other legislative appropriations (10.4) (9.8)

Total expenditures $(128.5) $(156.7)

Excess of revenues over 
expenditures     

$3,636.2 $5,467.9
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Statutory Net Income
(millions)

FY25 thru 
3/31

FY24

Accounting (GAAP) net income $3,636.2 $5,467.9

Unrealized (gains) losses 534.4 (1,248.8)

ACIF realized income (22.2) (23.6)

Statutory net income $4,148.4 $4,195.5
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Realized Earnings by Asset Class (millions)

Asset Class
FY25 thru 

3/31 FY24

Marketable debt securities $541.4 $486.2

Preferred and common stock 2,424.1 2,661.3

Real estate 135.0 285.9

Absolute return 52.1 166.0

Private credit 137.9 123.1

Private equity 932.4 766.2

Infrastructure 196.9 83.3

Derivatives & currency (139.7) (220.1)

Other 19.0 24.1

Total $4,299.1 $4,376.0
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Changes in Fund Balances
(millions)

Other financing sources (uses)
FY25 thru 

3/31
FY24

Transfers in $380.6 $532.6

Transfers out (3,657.3) (3,549.6)

Net change in fund balances $359.5 $2,450.9

Beginning of period $80,462.8 $78,011.9

End of period $80,822.3 $80,462.8
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ALASKA PERMANENT FUND CORPORATION 17

Components of Change
(millions)

Accounting Net Income  $3.64 billion

Mineral Deposits   $381 million

POMV Transfer   $3.66 billion

Net Change    $360 million
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Fiscal Year 2025 Net Assets

Balances through March 31, 2025 (in millions)

Total assets 82,985.6$  

Less liabilities (2,163.3) 

Net assets 80,822.3$  

Fund Balances: 
Non-spendable

Permanent Fund corpus—contributions and appropriations 58,746.4 

Not in spendable form—unrealized appreciation on invested assets 11,821.7 

Total non-spendable fund balance 70,568.1$  

Committed
General Fund Commitment 3,798.9 

Current FY inflation proofing 1,000.0 

Current FY Alaska Capital Income Fund 22.2 

Committed fund balance 4,821.1$  

Assigned for future appropriations
Realized earnings 3,715.3 

Unrealized appreciation on invested assets - assigned 1,717.8 

Total assigned fund balance 5,433.1 

Total fund balances 80,822.3$  

Fiscal Year 2025 Income

For the nine months ending March 31, 2025 (in millions)

Statutory (Realized) Net Income
Interest, dividends, real estate, and other income 1,419.3$  

Realized gains on the sale of invested assets 2,879.8 

Less operating expenses/legislative appropriations (128.5) 

Less Alaska Capital Income Fund committed realized earnings (22.2) 

Statutory net income 4,148.4$  

GAAP (Accounting) Net Income
Statutory net income 4,148.4$  

Unrealized loss on invested assets (534.4) 

Alaska Capital Income Fund committed realized earnings 22.2 

Accounting net income 3,636.2$  

Financial Report 
March 31, 2025
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Statutory Net Income, Fiscal Years 2022 - 2025

• FY22 statutory net income was $4,543.6 million.
• FY23 statutory net income was $2,491.1 million.
• FY24 statutory net income was $4,195.5 million.
• FY25 statutory net income is $4,148.4 million to date.

GAAP Accounting Net Income, Fiscal Years 2022 - 2025

• Accounting net income is the same as statutory net income, except it includes unrealized gains and losses.

• Accounting net loss for FY22 was $3,015.2 million.
• Accounting net income for FY23 was $4,295.9 million.
• Accounting net income for FY24 was $5,467.9 million.
• Accounting net income for FY25 is $3,636.2 million to date.
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• Comprised of receipts from interest on fixed income, real estate rentals, stock dividends, and all realized gains and losses on the
sales of invested assets, less AK Capital Income Fund committed amounts and operating expenses.
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Market Value of Fund Net Assets, Fiscal Years 2022 - 2025

• FY22 net assets as of June 2022 were $76.3 billion, a decrease of $5.6 billion over the FY21 ending balance.
• FY23 net assets as of June 2023 were $78 billion, an increase of $1.7 billion over the FY22 ending balance.
• FY24 net assets as of June 2024 were $80.5 billion, an increase of $2.5 billion from the FY23 ending balance.
• FY25 net assets as of March 2025 were $80.8 billion, an increase of $0.3 billion from the FY24 ending balance.

Dedicated Mineral Revenues, Fiscal Years 2022 - 2025

• FY22 mineral revenue was $548.9 million.
• FY23 mineral revenue was $753.6 million.
• FY24 mineral revenue was $532.6 million.
• FY25 mineral revenue is $380.6 million to date.
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Alaska Permanent Fund Historical Returns, Fiscal Years 2004 - 2024
Total return minus inflation equals real return

• Total return annualized over 40 years is 8.79%
• Real return annualized over 40 years is 5.98%

Alaska Permanent Fund Historical Returns, Fiscal Years 2004 - 2024
Total return minus unrealized gains/losses equals realized return

• Total return annualized over 40 years is 8.79%
• Realized return annualized over 40 years is 7.34%
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SUBJECT: Internal Control Review ACTION:   ____ 

DATE: May 28, 2025  INFORMATION:   ___X_

BACKGROUND: 

The internal controls review is an update provided by staff to the Board of Trustees 
Ethics, Audit & Cybersecurity Committee on risk management aspects focusing on 
Operational Risk in the context of Enterprise Risk Management (ERM) at APFC. 

STATUS: 
The current report provides an update of the Risk and Control Self Assessment (RCSA) 
process being implemented to manage operational risk.  The findings of the RCSA 
review on the Finance function are included. 
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Internal Controls Review

May 28, 2025
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Risk and Control Self Assessment (RCSA)
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ALASKA PERMANENT FUND CORPORATION    3

Operational Risk: established a best practice review tool

• Operational risk refers to the potential for loss arising from inadequate or failed internal processes,
systems, human errors, or external events that disrupt an organization’s operations

• Many operational risks are hard to identify, let alone quantify.  Equally, the effectiveness of specific
controls can be hard to assess accurately

• APFC has an appetite for ‘investment risk’, a risk that APFC desires to take in pursuit of target return
goals.  On the other hand, operational risks (‘non-investment risks’) while being consequential are not
desired.  A key risk management goal is to minimize the absolute amount operational risk entailed

• We have established a Risk and Control Self Assessment (RCSA) process to manage operational risk.
Having the framework in place helps articulate procedures, identify gaps and develop resolutions
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ALASKA PERMANENT FUND CORPORATION    4

RCSA: definition and objectives

• Risk and Control Self Assessments (RCSAs) provide a structured mechanism for estimating
operational exposures and the effectiveness of controls.

• In so doing RCSAs help organizations to prioritize risk exposures, identify control weaknesses
and gaps, and monitor the actions taken to address any weaknesses or gaps.

Key Objectives
• Ensures effective internal controls to mitigate risks
• Strengthens risk awareness and accountability
• Enhances operational risk management
• Identifies control gaps and improvement opportunities
• Supports compliance and governance

RCSA is much more than a technical exercise, they 
are equally important as a mechanism for 
promoting open discussions about operational risk.

Organizations that discuss, openly, their 
operational risks and the effectiveness of associated 
controls would  be better prepared.
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RCSA: key steps

1.

Identify Risks – 
Determine 

operational risks 
within a business 

unit.

2. 

Assess Risk Impact 
and Likelihood – 
Rank risks based 
on severity and 

probability.

3. 

Evaluate Existing 
Controls – Review 

effectiveness of 
current risk 

controls.

4. 

Determine 
Residual Risk – 

Identify remaining 
risks after control 

measures.

5. 

Develop 
Mitigation Actions 

– Implement
strategies to 

address gaps and 
enhance controls.

6. 

Monitor & Report 
– Continuously 

track risk exposure 
and update 

assessments.

• A requirement, and consequent indirect benefit of the RCSA process, is the development of a 
procedures document for the department’s/function’s activities.

• Importantly, the RCSA process is not one-time.  Assessments are conducted periodically to 
ensure new/updated procedures, consequent risks and controls are evaluated
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RCSA: the exercise has been completed for Finance function

• The first RCSA exercise was completed for the
Finance function.

• Being the first such exercise, it was an iterative
and collaborative effort and helped develop a
foundational template that can now be applied
to other functions

• To reiterate, a pre-requisite for conducting RCSA
is the articulation of the process –essentially a
list of all salient activities the function does.  A
summary of the list Finance developed is
tabulated here

Section # of Items

I Financial Reporting 6

II Performance/Other Reporting 5

III Cash Flow Approval/Monitoring 5

IV Holdings Reconciliations 3

V Corporate Accounts Payable 6

VI Management Fee Invoice Verification/Approval 2

VII Global Markets Documentation/Tax Reclaims 3

VIII Account Setup 8

IX Budget Support 5

X Real Estate Valuation Oversight 2

Total Key Functional Tasks / processes 45

Finance: functional procedures categories
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ALASKA PERMANENT FUND CORPORATION    7

RCSA: example review of one of the tasks Finance executes

Section Sub-
section

Item 
# Function Frequency Inherent 

Risk Likelihood Impact Risk 
Score

Existing 
Controls

Residual 
Risk 

Score

Finance 
Thoughts 
(Residual 

Risk Score)

Appetite Action 
Required

Sl 
No. Risk Notes-1 Risk Notes-2 Finance Notes

III Cash Flow Approval/Monitoring

III A
Monitor and approve all cash flows 
coming into or going out of the Fund.

III A 1 Verify wire instructions ~weekly

-incomplete 
documentati
on
-callback not 
performed or 
with wrong 
party

3 4 7

Callback 
to known 
party to 
verify
Pathway 
independe
nt 
verificatio
n on most 
accounts

3 3 3 None 12

Can a wire be 
completed 
without a 
callback? Or is 
there a hard stop 
in place? 

Should Impact 
be 5? Residual 
at 4 - seems 
callback is a 
good control 
(how is call 
back number 
obtained?)

Callback information 
is independently 
obtained through 
existing relationships 
or portals.  There is no 
way to build in hard 
stop for no callback.  
It's a procedural 
requirement.

• This is an excerpt of the detailed worksheet that is used to document the review process, including key discussion points.  It outlines just 1 of 
the 45 tasks covering the Finance RCSA exercise

•  The process is iterative with multiple discussions between risk and finance staff 
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Finance: RCSA heat maps

4 3 2 1 4 3 2 1
Probable Likely Possible Not Likely Probable Likely Possible Not Likely

1 Insignificant 5 4 3 2 1 Insignificant - -              - -              
2 Mild 6 5 4 3 2 Mild - 9 2                   -              Green <4 45
3 Serious 7 6 5 4 3 Serious - 22 2                   -              Orange 4 to 6 0
4 Critical 8 7 6 5 4 Critical - 9 1                   -              Red >6 0

-             40               5                  -             45

Color Code Risk Score
Green <4
Orange 4 to 6
Red >6 Risks to Cure Immediately

Inherent Risk Map (#count of items)  Residual Risk (#count)

ImpactImpact

Likelihood Likelihood

Risk Template (risk scores)

Key:

Acceptable Risks
Risks to Cure within 6 months

Risk Appetite Levels
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Conclusion: and next steps

Summary notes of Finance RCSA:
• Almost all activities executed by Finance had/has robust controls that mostly mitigated inherent risks
• It should be noted that it is nearly impossible to eliminate residual risk – the objective is to bring it below

a low/comfortable threshold

Next steps: the aim is to conduct an RCSA exercise for:
• Investment Operations (in progress)
• IT
• HR
• Admin
• Risk management
• Investments (focusing on non-investment risks)

103 of 109



SUBJECT:   APFC CYBERSECURITY UPDATE ACTION: 

DATE:          May 28, 2025 INFORMATION: X 

APFC Cybersecurity update 

• APFC Cybersecurity Metrics reports

• APFC Cybersecurity Audit plans and recommendations FY26

• APFC Cybersecurity Capability Plan FY25.FY26
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SUBJECT:   Ethics Act Disclosure Review ACTION: 

DATE:  May 28, 2025 INFORMATION: X 

A standing item is reserved on the agenda for a potential executive session of the Board of 
Trustees Ethics, Audit, and Cybersecurity Committee. This allows for confidential discussion with the 
APFC designated ethics act supervisor regarding matters that may warrant review under the 
Ethics Act, at the discretion of the Committee Chair or any member.  
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SUBJECT: Annual Self-Assessment ACTION: 

DATE: May 28, 2025  INFORMATION: X 

BACKGROUND: 

The Ethics, Audit & Cybersecurity Committee charter requires that the committee do an 
annual self-assessment which is done at the spring meeting. 

STATUS: 

The forms have been distributed to the members of the committee.  Feedback will be 
compiled and distributed at the meeting for discussion. 
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Ethics, Audit & Cybersecurity Committee of the Board of Trustees
2025 Annual Self-assessment

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Rating Scale:    1 = Strongly Disagree     5 = Strongly Agree

Committee Charter Rating Scale

n/a

Does the charter articulate the Committee’s responsibilities and provide the 
Committee with the necessary authority to fulfill them?
Does the charter facilitate and support the effective operation of the Committee?

Skills and Experience Rating Scale
n/a

During the past twelve months, did the Committee adequately address all of its 
responsibilities as detailed in the charter?
If not, are arrangements in place to rectify this in the next 12 months?

Does the mix of skills on the committee allow it to effectively perform its assigned 
responsibilities?
Has the Committee been able to analyze and critically evaluate information presented 
to it by management?
Is the Committee’s overall financial literacy adequate in the light of its responsibilities?

Has the Committee responded appropriately or taken the required action where 
significant risks and/or control breakdowns have been brought to its attention?

Does the Committee have access to appropriate internal and/or external resources to 
assist it in understanding and dealing with complex and difficult matters on a timely 
basis?
Has the Committee shown an openness to new ideas and different views in its 
deliberations?
Has the Committee been sufficiently probing and challenging in its deliberations?

Understanding the Organization Rating Scale
n/a

Does the Committee have sufficient understanding and appreciation of the District’s:
 risk management framework?
 internal controls to mitigate significant risks?
 financial and statutory reporting requirements?
 legislative and policy compliance arrangements?
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1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Does the Committee participate in briefings or training on emerging risks and 
regulatory developments?

Has the Committee ensured that there are mechanisms for confidential reporting and 
appropriate handling of ethical violations?
Does the Committee review and track the resolution of incidents involving ethics or 
conflicts of interest?
Does the Committee promote a culture of integrity, transparency, and accountability?

Continuing Education Rating Scale
n/a

Cybersecurity Rating Scale
n/a

Does the Committee receive information concerning the
organization’s processes and controls to prevent and detect fraud?
Does the Committee receive appropriate training/briefings on existing and emerging 
risks, and developments in the areas of auditing and accounting standards, financial 
reporting and the environment in which the organization operates?

Meeting Administration and Conduct Rating Scale
n/a

Has the Committee had the appropriate number of meetings to properly discharge its 
duties?
Does the agenda-setting process allow for all necessary items to be included?
Is the agenda structured to allow sufficient time to discuss the most complex and 
critical issues?
Does the Committee receive agenda items and supporting papers in sufficient time 
prior to meetings?
Are Committee members given the opportunity to be
briefed prior to meetings? If so, are these briefings useful?
Are the Committee agenda and supporting papers of sufficient
clarity and quality to make informed decisions?
Are Audit Committee meetings well run and productive?
Are Audit Committee minutes appropriately maintained and of good quality?

Does the Committee understand the organization's cybersecuirty strategy, threat 
landscape, and risk mitigation practices?
Does the Committee receive regular updates on cyber incidents, vulnerabilities, and 
testing outcomes (e.g. penetration testing, audits)?
Has the Committee ensured that a business continuity and incident response plan is 
in place to address cyber threats?
Is the Committee satisfied with management's cybersecurity risk management 
framework and governance?

Ethics Rating Scale
n/a

Does the Committee monitor and evaluate the organization's ethics and compliance 
policies and practices?

Do the Committee members have regular opportunities for continuing education 
relevant to their roles?
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1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Do new Committee members receive orientation covering committee responsibilities, 
financial oversight, cybersecurity, and ethics?
Does the Committee periodically assess knowledge gaps and identify development 
resources?

Board of Trustees Communications Rating Scale
n/a

Are Committee communications to the Board of Trustees about the Committee’s 
deliberations and activity of an appropriate quality?
Is the Board of Trustees well informed, on
a timely basis, of the Committee’s deliberations and activity?

Management Input Rating Scale
n/a

Did information presented by management (nature, clarity,
quality and timeliness) meet the Audit Committee’s expectations in respect of:

 risk identification and assessment, including the process to identify entity
risks for possible financial reporting implications?

Did the Committee review external audit reports and management letters and 
consider management responses to findings and recommendations?
Did the Committee provide input and feedback on external audit coverage and 
performance?

Comments/suggestions for improvement

External Audit Rating Scale
n/a

Did the Audit Committee appropriately consider and understand
the external audit plan?

Did the Committee receive timely updates from general counsel on legal and 
regulatory matters that may have a material effect on the financial statements?

 the internal control framework, designed by management to identify and
mitigate risks, including fraud risks?
 arrangements established by management to ensure compliance with
legislation, government regulations and internal policies?
 financial reporting processes and requirements?
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	CALL TO ORDER
	CHAIR ANDERSON called the meeting to order at 1:02 p.m.
	ROLL CALL (Action)
	TARA MENDOZA conducted the roll call, confirming the presence of Trustees Brune, Schutt, Crum, and Anderson, establishing a quorum. She noted that all trustees were present and prepared to proceed.
	APPROVAL OF AGENDA (Action)
	TRUSTEE SCHUTT moved to approve the agenda, seconded by Trustee Brune. No objections were raised, and the agenda was approved without changes.
	APPROVAL OF MINUTES (Action)
	TRUSTEE SCHUTT made a motion to approve the minutes from the June 6, 2024, meeting, which was seconded by Trustee Brune. With no edits or objections, the minutes were approved.
	OPPORTUNITY FOR PUBLIC PARTICIPATION
	JENNIFER LOESCH managed public participation, noting that no members of the public were present or requested to comment at this time.
	KPMG AUDIT REPORT (Information)
	BETH STUART, Lead Audit Partner at KPMG, and MELISSA BEEDLE, Audit Managing Director, provided an in-depth overview of KPMG’s audit of the Alaska Permanent Fund.  B. Stuart began by explaining that the audit was uneventful, with no significant issues ...
	TRUSTEE SCHUTT moved to enter Executive Session to receive confidential information from KPMG, specifically regarding the integrity of financial statements and controls.
	TRUSTEE BRUNE seconded the motion, and there were no objections. After the session, Chair Anderson confirmed that the Executive Session was used solely to discuss agenda-listed topics and no actions were taken.
	CHRIS POAG, General Counsel, provided an update on legal matters, beginning with the confirmation that there were no ongoing lawsuits with a material impact on the Fund’s financial statements. He described four active cases in the real estate portfoli...
	ADJOURNMENT
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